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Abstract
While hand grips are important to understand the intent of
smartphone users, existing studies on hand grip detection
either require additional hardware or exhibit limitations on
the type/number of grips. In this paper, we propose a novel
grip sensing system that enables a smartphone to detect
various user-defined hand grips without any additional hard-
ware. Our system emits a carefully-designed (inaudible)
sound signal, and records the sound signal modified by an
individual grip. The recorded sound signal is transformed
into a unique sound signature through feature extraction
process, and then SVM (Support Vector Machine) classifies
the sound signature so as to identify the signature as one of
pre-defined grips. With six representative grips, we demon-
strate that our system exhibits 93.0% average accuracy for
ten different users. Beyond this feasibility demonstration,
our ongoing work is not only to improve the accuracy, but
also to adapt our system to various real environments.
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Introduction
Since users have their own distinct ways of grasping, utiliz-
ing hand postures as user interfaces necessitates the de-
tection of various user-defined hand postures. While there
have been many studies to address this grip sensing prob-
lem, they either require additional hardware (e.g., [3, 2, 7]),
or differentiate a limited number/type of grips as well as op-
erate only when there is a touch event on a smartphone’s
screen (e.g., [6, 5]).

(a) left hand (b) right hand

(c) corresponding sound signature

Figure 1: Sound signature
comparison for two different grips

In this paper, we propose a novel grip sensing system,
which allows a smartphone to detect various hand postures
without any additional hardware and screen touch event.
To this end, our system utilizes the change of a sound sig-
nal according to different grasping hands for a smartphone.
Once our system emits a sound signal that is carefully de-
signed in terms of its frequency range, structure and dura-
tion, the sound signal from the speaker to the microphone
can be divided into the structure-borne sound (that is prop-
agated through the smartphone body) and the air-borne
sound (that is propagated through air). Since these two
sounds make a unique spectrum for each grip, the com-
bined sound recorded by the microphone can be an unique
acoustic signature of each grip. Then, the system classi-
fies the sound signature into one of pre-defined grips, using
SVM (Support Vector Machine).

To demonstrate the feasibility, we implemented the pro-
posed system as an Android application, and experimented
it on Samsung Galaxy Note 5. With six representative grips
(shown in Figure 3), the proposed system exhibits 93.0%
average accuracy for ten different users in an office envi-
ronment. While succeeding to show the feasibility of the
proposed system, we need not only to improve its accuracy,
but also to adapt the system to various real environments,
which is our future work.

Figure 2: Sound delivery from the speaker to the microphone

Grip Sensing System
Grip Sensing Principle
In order to detect different hand postures using acoustic
signature, we should understand how a sound signal is
delivered from the speaker to the microphone, especially
focusing on the change of the sound signal according to
different hand postures, shown in Figure 2.

First, when the speaker emits sound signal, it is a little bit
different from the sound the smartphone originally issues
due to hardware imperfection. Then, the emitted sound
signal is propagated into two ways, called structure- and
air-borne propagations. The structure-borne sound is the
sound that propagates through the body of the smartphone.
While propagating, the structure-borne sound changes the
frequency spectrum according to the resonant property of
the smartphone, which is related to the boundary condi-
tions and modal damping [4, 9]. The boundary condition of
the smartphone changes according to how the user grasps
the smartphone. On the other hand, the air-borne sound



is the sound that propagates through the air. Because the
human hand has different acoustic absorption coefficients
for each frequency [1], the sound that goes directly to the
microphone from the speaker through air is attenuated in
certain frequency ranges, which depends on grips.

Through the two propagations, different grips entail different
recorded sound signatures. For example, Figure 1 shows
the recorded sound signatures of two different grips, which
are made by the feature extraction process to be described
in the next subsection.

Figure 3: Various grips according
to different smartphone usage
functions

Sound Feature Extraction Process
While we know that different grips yield different sound sig-
natures, we need to extract features to distinguish the dif-
ferent grips. To this end, we design a sound signal shown in
Figure 4. We determine the frequency range from 16kHz to
24kHz to prevent the user from noise. Also, the sound sig-
nal is a linear chirp signal sweeping from 16kHz to 18kHz,
from 18kHz to 20kHz, from 20kHz to 22kHz, and from 22kHz
to 24kHz. The length of each chirp signal is 200 samples
and the interval between each chirp is 500 samples. As a
result, the total time taken to sense a single grip is about
(200*4 + 500*3)/48000=47.9ms. Also, we set volume as
50% of maximum volume.

These sound signal structure reduces the effect of the re-
flection sound. Because reflection sound changes differ-
ently depending on the location [8], it makes it difficult to
identify the target grip. By using four short chirp signals in-
stead of one long chirp signal or one short chirp signal, our
system eliminates the influence of reflection sound com-
ing far from while getting more features. Also, setting the
volume as 50% of maximum volume allows the air-borne
sound to ignore the effect of a remaining reflection sound.
Note that one may think that a 50% sound signal is too
noisy; however, according to our experiments, users usu-

Figure 4: Structure of a sound signal: The upper figure shows the
structure of the generated sound signal consisting of four chirps.
The lower figure magnifies the second chirp.

ally do not recognize the sound signal because of the short
duration and high frequency.

The recorded sound signal can extract the amplitude of
each frequency through Fast Fourier Transform (FFT). We
employ FFT using hamming widow with size 1024. A to-
tal of 172 features were used after excluding unnecessary
parts. We classify each sound signature by implementing
SVM with linear kernel.

Evaluation
We implemented the proposed system in SamSung Galaxy
Note 5. We have ten participants with eight males and two
females, and their ages range from 20 to 32 years. They
are required to see six different grips shown in Figure 3,
and asked to grasp the smartphone with the six grips. If
individual participants grasp the smartphone with each grip
in the same position, the accuracy is very high because of
the constant reflection sound. To address the effect of the
reflection sound, we let participants repeat the following



process 30 times for each grip: each participant grasps
the smartphone with the corresponding grip, puts down the
smartphone, and changes the position. Then, we collect
180 sound signatures from each participant. We applied 3-
fold cross validation to measure the accuracy of our system;
here we use a user’s data for the validation of the user only.

(a) accuracy

(b) confusion matrix

Figure 5: Classification results for
different grips

The accuracy according to the number of grips to be clas-
sified is shown in Figure 5(a), in which the numerical value
stands for an average accuracy of the ten participants. We
achieved an average accuracy of 93.0% to distinguish six
grips. Also, Figure 5(b) shows a confusion matrix of the six
grips of a participant whose accuracy is the closest to the
average accuracy. The y-axis represents the actual grip
taken by the participant, while the x-axis indicates the pre-
dicted grip of our system. The confusion matrix demon-
strates that how accurately each grip are classified.

Conclusion and future work
In this paper, we presented a novel grip sensing system,
which detects various hand postures on smartphones with-
out any additional hardware and any screen touch event.
Our evaluation results showed that our system classifies six
different grips with 93.0% average accuracy for 10 different
users. Beyond the feasibility, our future work is to improve
the accuracy of the system as well as to adapt the system
to various real environments.
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