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A Graph Attention Network Approach to
Partitioned Scheduling in Real-Time Systems
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Abstract—Machine learning methods have been used to solve
real-time scheduling problems but none has yet made an archi-
tecture that utilizes influences between real-time tasks as input
features. This letter proposes a novel approach to partitioned
scheduling in real-time systems using graph machine learning.
We present a graph representation of real-time task sets that
enable graph machine-learning schemes to capture the influence
between real-time tasks. By using a graph attention network
(GAT) with this method, our model successfully partitioned-
schedule task sets that were previously deemed unschedulable by
state-of-the-art partitioned scheduling algorithms. The GAT is
used to establish relationships between nodes in the graph, which
represent real-time tasks, and to learn how these relationships
affect the schedulability of the system.

Index Terms—Graph machine learning, real-time scheduling.

I. INTRODUCTION

EFFICIENT usage of computing resources has been and
is a crucial issue for embedded systems. Performing its

functions and tasks well without wasting or exceeding its
available resources is becoming more important as embed-
ded systems, such as autonomous vehicles, and industrial
robots use machine learning with GPGPUs. In many cases,
these systems are time-sensitive and safety-critical; hence
real-time task scheduling must be applied. Real-time tasks,
which are tasks specific for real-time systems, have strict
timing constraints and must complete their execution by a
fixed deadline. We specifically address periodic tasks which
are real-time tasks that are executed in a fixed and regular
interval. Partitioned scheduling is one of the two representative
methods to schedule tasks on real-time systems with multiple
processors [1], [2]. The advantages of partitioned scheduling
are the simplicity in terms of scheduling/implementation and
the ease of developing tight schedulability analysis, both
of which are well-known in the real-time systems area. In
partitioned scheduling, tasks are grouped into the number of
processors by using heuristics, such as first-fit, best-fit, and
worst-fit. Then, the group of tasks is each scheduled into
their assigned processors to secure safety-critical execution.
However, the traditional heuristics are not optimal and there
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exist many feasible task sets (i.e., schedulable in certain
methods of grouping tasks) but not schedulable by the task
grouping method applied by existing heuristics [3].

In this letter, we develop a graph machine learning-based
strategy that efficiently uses computing resources in task
allocation. We present a novel graph representation scheme
for real-time task sets that can be widely implemented on
many graph-based machine-learning methods. We design the
graph to be a portrayal of a single task set with multiple tasks.
Each node of the graph represents the tasks and the directed
edges connected to each node depict the influences that one
task gives the other while being scheduled. This representation
allows necessary features for real-time scheduling to be fully
captured and utilized while training graph machine learning.

To verify our proposed method’s effectiveness, we target
partitioned scheduling heuristics and aim to schedule task
sets previously considered unschedulable by inappropriate
partitioning of existing studies. Using task sets, each deemed
schedulable by the state-of-the-art method FBBFFD [4] (which
utilizes the first-fit approach), best-fit, and worst-fit, we label
tasks within the task set with the indexes of the processors
assigned by the heuristics. These grouped and labeled task
sets serve as training data for our neural network, enabling
the neural network to learn its way of partitioning task sets
more efficiently. During testing, when given any task set, the
neural network produces its index as output, representing its
partitioning decision. Our model successfully partitions and
schedules task sets previously deemed unschedulable by well-
known partitioned scheduling methods best-fit, worst-fit, and
the state-of-the-art FBBFFD.

This letter makes the following contributions.
1) Designing a graph representation for real-time task sets.
2) Applying the design to graph machine learning, specifi-

cally for partitioned scheduling where each task affects
the other during scheduling and demonstrating its
effectiveness.

System Model: This letter deals with a set of periodic real-
time tasks denoted as τ , each having two natural number
characteristics: 1) Ti (the interval) and 2) Ci (the maximum
time required to complete the task) [1]. We represent the
parameters of a task τi ∈ τ as τi(Ti, Ci). We target a real-time
system; each task τi is released periodically every Ti, and its
single job, starting at time t, must complete its work (which
can take up to Ci) before its absolute deadline at t + Ti. If
a single job of τi misses its deadline, the task τi is consid-
ered unschedulable. Our target system comprises m identical
partitioned processors, and tasks are assigned and processed
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within each processor using fixed-priority scheduling (FPS).
That is, each task has a preassigned task-level priority, and
at any instant, FPS selects the job with the highest task
priority for execution within the processor. Tasks with higher
priorities than τk (noted as HIk) cannot be interfered with
during execution by tasks with lower priorities. Additionally,
tasks with higher priority can interrupt and interfere with
lower-priority tasks even while they are being executed on the
processor. Since rate monotonic (RM), which assigns higher
priorities to tasks with shorter Ti, is proven optimal among
FPS [1], we assign task priorities according to RM in each
partition.

II. PARTITIONED SCHEDULING WITH

GRAPH MACHINE LEARNING

In this section, we will discuss the background of partitioned
scheduling. We then will illustrate our partitioned scheduling
method using graph representation and implementing state-of-
the-art graph machine learning methods.

A. Partitioned Scheduling and Related Work

The primary goal of numerous prior studies on partitioned
scheduling is to efficiently allocate a set of n tasks to m
processors without any deadline miss of the n tasks.

In traditional partitioning algorithms, real-time tasks’ uti-
lization (ui) is a key factor for applying bin-packing
algorithms. The utilization of a single task is defined as
ui = (Ci/Ti), where Ci is the worst-case execution time
and Ti is the period of the task. For instance, in the best-
fit allocation algorithm concerning FPS, tasks τ within the
task set are ordered by priority. The highest priority task is
allocated to the first processor, and its utilization becomes an
indicator of how much of the processor’s capacity is occupied.
However, optimizing utilization does not always lead to the
most efficient computing resource usage. For periodic real-
time tasks, response time analysis is necessary to determine
task feasibility for scheduling on processors.

The schedulability of τk is decided by the following lemma
where tasks with higher priority than τk within the processor
are noted as τi ∈ HIk.

Lemma 1 [5]: A task set τ is schedulable by FPS on a
single processor, if every τk ∈ τ has Rk (≤ Tk) that satisfies

Ck +
∑

τi∈HIk

⌈
Rk

Ti

⌉
· Ci ≤ Rk. (1)

If τk has to finish at time Rk, tasks with higher priority must
finish their execution by Rk. Thus, the number of times tasks
with higher priorities than τk can be run during [0,Rk] are
calculated,1 and their execution time is multiplied. By adding
�Rk/Ti� · Ci of all tasks with higher priority than τk, we can
assure that τk can be run while not missing its deadline.

The state-of-the-art partitioned scheduling heuristic for real-
time scheduling is FBBFFD [4]. The algorithm, which is
based on the first-fit method, uses a sufficient condition for
determining whether to assign a task to a processor to obtain
polynomial-time complexity.

1This holds under the condition that the synchronous release of higher-
priority tasks yields the critical instant, which was proven in [6].

When it comes to implementing machine learning to
partitioned scheduling, there have been no prior studies specif-
ically targeting the subject. Although there have been many
studies on using machine learning to solve the bin-packing
problem [7], [8], [9], due to Lemma 1, naively applying these
methods results in inaccurate training and poor testing results.

B. Graph Representation of Real-Time Tasks

To achieve accurate results using machine learning effec-
tively, it is crucial to provide precise information about the
environment to the neural network. In partitioned scheduling,
using only task parameters Ti and Ci (execution time and
period) along with the utilization ui = Ci/Ti does not provide
sufficient information for the neural network to learn. This
limited input would make the network reliant solely on task
information and the scheduling outcomes from allocation
heuristics. To address this limitation and enable meaningful
connections between tasks based on their attributes, we need
to consider task associations. Tasks with higher priority can
influence tasks with lower priorities during scheduling. We
introduce the concept of interference to quantify the impact
of a higher priority task τi on a lower priority task τk. This
notion is akin to schedulability analysis for multiprocessor
scheduling, as seen in works like [10]. By incorporating this
interference term, we can better capture task associations and
improve the neural network’s learning capabilities.

According to Lemma 1, τk is schedulable if there exists Rk

(≤ Tk) that satisfies (1). Since Rk depends on a set of tasks
whose priority is higher than τk, it is depending on which
tasks are partitioned in a processor. To make it independent of
partitioning, we consider an upper bound of Rk, which is Tk.
Applying Tk to Rk, (1) can be written as follows:

Ck +
∑

τi∈HIk

⌈
Tk

Ti

⌉
· Ci ≤ Tk

⇐⇒
∑

τi∈HIk

⌈
Tk

Ti

⌉
· Ci ≤ Tk − Ck

⇐⇒
∑

τi∈HIk

⌈Tk
Ti

⌉ · Ci

Tk − Ck
≤ 1. (2)

Considering that interference in (2) has to be used as an
implicit parameter depicting the influence of τi to τk, we
reduce volatility which occurs according to changes in the
value of Tk and Ti. Thus, for linearization, we remove the
ceiling function and upper-bound the LHS of (2) as follows:

The LHS of Eq. (2) =
∑

τi∈HIk

⌈Tk
Ti

⌉ · Ci

Tk − Ck

≤
∑

τi∈HIk

(Tk
Ti
+ 1

) · Ci

Tk − Ck

=
∑

τi∈HIk
Ci
Ti
· Tk +∑

τi∈HIk Ci

Tk − Ck

= Tk ·∑τi∈HIk
Ci
Ti
+∑

τi∈HIk Ci

Tk − Ck

= Tk

Tk − Ck
·

∑

τi∈HIk

Ci

Ti
+ 1

Tk − Ck
·

∑

τi∈HIk

Ci. (3)
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Fig. 1. Graph illustration of a sample task set with eight tasks for real-time
scheduling.

Therefore, the directed edge τk ← τi, which is the
interference of τi to τk, is given as follows:

Tk

Tk − Ck
· Ci

Ti
+ 1

Tk − Ck
· Ci. (4)

The nodes connected by directed edges of interference hold
information on tasks in a task set. A single node in the graph
depicts a single task τi, and all nodes contain four attributes
that are commonly used as characteristics of a real-time task:
1) Ti; 2) Ci; 3) the utilization of a task (ui = Ti/Ci); and 4) the
slack (Ti−Ci). Note that our framework can also be expanded
to cover the TCD model (in which the relative deadline Di is
not necessarily the same as the period Ti) as well by adding
more parameters in each node.

C. Training and Testing Sample Regulation

To measure the performance of our graph representation, we
must first structure and generate samples to be used to train
the graph machine learning framework.

Training samples are composed of numerous task sets in
which n number of tasks are partitioned and scheduled upon
m number of processors by FBBFFD. The tasks each hold
an index (0 <= index < m) that shows which processor
the task has been allocated to by FBBFFD. Each node (task)
holds four attributes as suggested in Section II-B; also, as
we have calculated in Section II-B, the interference from a
higher-priority task to a lower-priority task is illustrated as a
directed edge. Overall, our training input design can be drawn
as Fig. 1.

Testing samples are strictly screened to match the following
conditions: 1) all task sets for testing are schedulable with
FBBFFD when there is m number of processors and 2) all task
sets are unschedulable by FBBFFD when there is m−1 number
of processors. Much like the training samples, testing samples
also hold information that structures as a graph: nodes, node
attributes, edges, and edge weights. As the goal of this letter
is to find new combinations of partitioning tasks to reduce
computation power, the trained graph neural network targets
partition schedule task sets with only m− 1 processors.

III. EVALUATION

In this section, we evaluate the efficiency of our graph
representation in partitioned scheduling.

A. Graph Attention Network Generation

We use the graph attention network (GAT) [11] as our
target neural network for partitioned scheduling with our graph
representation design. GAT employs an attention mechanism
to represent nodes in graph-structured data, allowing each
node to weigh its neighbors differently based on edge rele-
vance. It works with various graph types, including weighted,
unweighted, directed, and undirected graphs. GAT has shown
exceptional performance in node classification tasks in diverse
domains, such as social networks, neural science, and recom-
mendation systems. The GAT in our framework consists of
three layers, with each layer involving: 1) linear projection
and regularization of nodes and edges; 2) calculation of edge
attention; 3) neighborhood aggregation; and 4) residual and
skip connections.2

B. Training and Testing Sample Generation

In our partitioned scheduling framework, we train GAT
with two different sets for evaluation. One is a set consisting
of 300 000 random task sets that are scheduled by FBBFFD
where the index, which is given by FBBFFD, is used as a node
classifying indicator in GAT. Another is a set much alike but
scheduled and indexed by not only FBBFFD but also best-fit
and worst-fit 100 000 sets each. Thus, in terms of how the
neural network learns partitioned learning is classifying task
sets by the number of processors according to the parameters
given. Training sets are generated on these conditions: 1) m =
8 processors; 2) n ≥ m + 1 tasks per task set; 3) max(Ti) =
999; and 4) min(Ci) = 1. Other than m, all other parameters
are randomly generated within their boundaries. Then we form
a graph for every randomly generated task set and train each
graph attention network according to m.

For the testing sample, to test the GAT trained with
FBBFFD indexed cases, we generate 100 000 task sets that
hold these conditions: 1) deemed schedulable by FBBFFD
with m = 8 processors; 2) deemed unschedulable by FBBFFD
with m = 7 processors; 3) n ≥ m + 1 tasks per task set;
4) max(Ti) = 999; and 5) min(Ci) = 1. Each testing set, which
was deemed schedulable by FBBFFD with m processors, is
put as input in the pretrained GAT according to m. GAT is
made to classify these tasks into m−1 node classes, attempting
to reduce the number of processors that are needed for the
task set to be run based on FBBFFD. Then, the resulting
m− 1 partitioned output is run on real-time analysis to check
its schedulability and performance of graph representation
embodied with GAT.

Furthermore, to comprehensively evaluate GAT’s
performance, we generate another testing sample trained with
three heuristics: 1) FBBFFD; 2) best-fit; and 3) worst-fit.
Similar to the previous scenario, we generate 100 000 task
sets meeting specific conditions: 1) deemed schedulable by
either FBBFFD, best-fit, or worst-fit with m = 8 processors;
2) deemed unschedulable by FBBFFD, best-fit and worst-
fit with m = 7 processors; 3) n ≥ m + 1 tasks per task
set; 4) max(Ti) = 999; and 5) min(Ci) = 1. Thus, if GAT
successfully schedules any task set in this testing sample with

2Code is available at https://github.com/SeungHoon00/Partitioned-
Scheduling-with-GAT.
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Fig. 2. Partitioned scheduling framework using graph representation and
graph attention network.

m = 7 processors, it is a unique partitioned scheduling method
generated only with GAT using our graph representation
model.

C. Evaluation Results

The training and testing process is depicted in Fig. 2. The
training input example in Fig. 2 contains ten tasks, partitioned
and scheduled on eight processors using FBBFFD. To train
the GAT, we use 300 000 random training samples of task sets
partitioned and scheduled by eight processors with FBBFFD.
Once GAT is trained, its weights are applied to partition the
testing sets, such as in the case shown in Fig. 2, where sets
are partitioned into seven processors. GAT generates an output
by assigning each task in the task set an index of processors.
Subsequently, the partitioned scheduling by the trained GAT is
evaluated using RTA to check for schedulability. It is important
to note that our framework relies on simple supervised learning
with GAT and does not explicitly consider RTA during the
partitioned scheduling process.

We conducted experiments training the graph attention
network (GAT) on datasets labeled by FBBFFD. Notably, GAT
effectively scheduled 132 tasks on m = 7 processors, a task set
previously considered unsolvable by the FBBFFD heuristic.
In further testing across different heuristic-labeled datasets,
including FBBFFD, best-fit, and worst-fit, GAT identified
23 unique scheduling solutions, showcasing its ability to
discover diverse solutions compared to traditional heuristics.
Although these experimental results may seem modest—132
out of 100 000 and 23 out of 100 000—keep in mind that all
100 000 samples were deemed unschedulable by their respec-
tive trained heuristics. We must emphasize the cases where
our GAT model achieved partitioned scheduling with fewer
computing resources, reducing from 8 to 7 processors—a
significant 12.5% reduction—which no other heuristic accom-
plished.

D. Case Study

In this section, we present how our model partitions and
schedules task sets that were deemed unschedulable by other
heuristics.

A task set {τ1(111, 58), τ2(129, 104), τ3(141, 96), τ4(265, 4),
τ5(276, 210), τ6(490, 297), τ7(494, 75), τ8(829, 316), τ9(854,
445), τ10(899, 408)}, which is a task set consisted of ten
tasks, each task τ being represented by (T, C), is deemed

unschedulable onto seven processors by all of the partitioned
scheduling heuristics. GAT however schedules this task set onto
seven processors by partitioning tasks as the following: [τ1] [τ2,
τ4] [τ3, τ7] [τ5] [τ6] [τ8] [τ9, τ10], where each bracket depicts
a single processor. This partitioning method acts similarly to
the best-fit heuristic which however cannot schedule this task
set due to the utilization bound (n(21/n − 1.0)), i.e., 0.828 for
n = 2. Our GAT however schedules without being restricted
by the utilization bound where the tasks scheduled onto the
7th processor have a utilization sum of 0.974 (= 445/854 +
408/899) which is far beyond the bound, 0.828.

Another task set deemed schedulable by GAT, {τ1(17, 13),
τ2(286, 20), τ3(296, 265), τ4(298, 231), τ5(315, 64), τ6(325,
6)], τ7(570, 73), τ8(588, 173), τ9(658, 359), τ10(677, 369),
τ11(840, 261), τ12(961, 556)}, also shows similar traits when
partitioned scheduled. This task set is scheduled by GAT as
follows: [τ1] [τ2, τ3] [τ4] [τ5, τ6, τ7] [τ8, τ9] [τ10] [τ11, τ12].
The utilization sums of the 2nd, 5th, and 7th processors are
each 0.965, 0.840, and 0.9 which are also larger than the
utilization bound, letting the GAT partition schedule this task
set which was deemed unschedulable by existing heuristics.

IV. CONCLUSION

In this letter, we present a graph representation of real-
time task sets that enables graph machine-learning schemes to
capture the influence between tasks. We demonstrated that by
using a graph attention network with our graph representation
method for real-time systems, it successfully schedules task
sets that were deemed unschedulable by the state-of-the-art
partitioned scheduling algorithms. For future work, we aim
to expand this graph representation to solve other real-time
scheduling problems while enjoying the benefit of advances
in graph machine learning.
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