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Improved Low Time-Complexity Schedulability
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Abstract—In real-time embedded systems, nonpreemptive ear-
liest deadline first (NP-EDF) is one of the most popular
scheduling algorithms to offer timing guarantees of a set of
nonpreemptive real-time jobs (tasks). While most existing schedu-
lability tests for NP-EDF on a multiprocessor platform have paid
attention to improving schedulability performance at the expense
of increasing time complexity, only a few studies can be used
for the situation where low time complexity is critical. In this
letter, based on an existing low time-complexity schedulability
test for NP-EDF, we develop schedulability tests that improve
schedulability performance but maintain low time complexity.
Our experiments show that the proposed schedulability tests
improve schedulability performance up to 592.4%, compared to
the existing low time-complexity one, and they can find some
additional task sets schedulable by NP-EDF, which cannot be
covered by existing high time-complexity NP-EDF schedulability
tests.

Index Terms—Low time-complexity schedulability test,
nonpreemptive earliest deadline first (NP-EDF), real-time multi-
processor scheduling.

I. INTRODUCTION

T IS the most fundamental goal in real-time embedded
Isystems to offer timing guarantees of a set of tasks/jobs
subject to timing constraints, and nonpreemptive earliest dead-
line first (NP-EDF) is a popular scheduling algorithm for a set
of tasks/jobs, each of which is inherently nonpreemptive or
incurs large overheads for preemption or migration. Since most
existing schedulability tests for NP-EDF have tried to improve
schedulability performance at the expense of increasing time-
complexity [1]-[4], there have been only a few studies that can
be used for the situation where low time-complexity matters
critically [5]. For example, a real-time system where tasks/jobs
are dynamically in and out, a runtime admission control is nec-
essary, which requires a quick decision of whether a newly
added task/job can be accommodated without compromising
the schedulability of existing jobs/tasks and itself.

In this letter, based on an existing low time-complexity
schedulability test for NP-EDF in [5], we develop two versions
of schedulability tests, which maintain low time complexity
but improve schedulability performance. To this end, we first
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investigate the effect of how a higher priority job of interest is
blocked by its lower priority jobs, and incorporate the effect
into the schedulability test, yielding an enhanced schedula-
bility test with its correctness proof. Second, exploiting an
interesting property from [6] (that preserves timing guarantees
in case of excluding a pair of a task/job and a processor), we
develop another schedulability test that further improves the
proposed enhanced schedulability test. While existing studies
focus on a task set that invokes a series of jobs periodi-
cally/sporadically, we make the proposed schedulability tests
operate for not only the task model but also the job model
in which jobs are dynamically in and out. Via experiments,
we demonstrate that the proposed schedulability tests improve
schedulability performance up to 592.4%, compared to the
existing low time-complexity schedulability test in [5]. Also,
the proposed tests can find some additional task sets schedu-
lable by NP-EDF, which cannot be deemed schedulable by
existing high time-complexity NP-EDF schedulability tests.

II. SYSTEM MODEL AND BACKGROUND

In this letter, we consider a job model [7], which is a
generalization of a sporadic real-time task model. A job J;
is specified as (rj, d;, C;), where r; is the release time, d;
is the absolute deadline, and C; is the worst case execution
time. Let D; denote the relative deadline of J;, meaning that
D; = d;i — ri. Let J denote a set of all jobs {/;} in the
system, and 7 (f) denote a set of jobs {J/;} whose execution
window [rj, d;) subsumes ¢. Without loss of generality, we
assume that the job index is sorted by its deadline, i.e., J;
is defined as the job with the ith earliest deadline among
all jobs in J. We consider a multiprocessor platform that
consists of m identical processors. We assume that a job can-
not be executed on more than one processor at any time
slot.

In this letter, we focus on the global, work-conserving NP-
EDF algorithm, under which: 1) a job with an earlier deadline
has a higher priority than a job with a later deadline; 2) each
job can start its execution on any processor; and 3) every job
with remaining execution should be executed if there exists an
idle processor. Different from preemptive EDF, a job cannot
preempt any currently executing job, and therefore, it is pos-
sible for a lower priority job to block a higher priority job if
the lower priority job starts its execution before the higher pri-
ority job’s release. To ease of presentation, let LHS and RHS
denote the left-hand side and right-hand side, respectively.

In this letter, we target a low time-complexity NP-EDF
schedulability test (denoted by Bar) as follows.
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Lemma 1 (Job Set Version of [5, Th. 1]): A job set J is
schedulable by NP-EDF on m processors, if for every ¢ €
{rjlses, the following inequality and C; < D; — maxje 7 C;
hold for every J; € J(#):

Z Vi<m—(m—1) x max V; @))
5T @) e g @

where V; = C;/(D; — maxj.e s .

III. IMPROVED Low TIME-COMPLEXITY NP-EDF
SCHEDULABILITY TEST ON MULTIPROCESSOR

In this section, we develop two versions of NP-EDF schedu-
lability tests that improve schedulability performance without
compromising low time complexity.

A. Enhancing Existing Schedulability Test

In this section, we develop an enhanced schedulability test
for NP-EDF, by reducing the pessimism of Bar in calculat-
ing V;. Bar applies maxye 7 Cj to all V; for J; € J, and the
physical meaning of max;c 7 C; is that all jobs, which start
their execution before r; (i.e., the release time of J;), should
be finished no later than r; +max ;e 7 Cj. We claim that if we
apply a job-level blocking upper bound instead of the unified
upper bound (i.e., max 1ieT Cj), we can derive a lower upper
bound of the blocking duration. To this end, we derive the
following three properties for the upper bound of the blocking
duration for every job J; (where its release time is denoted by
r;); recall that D; denotes the relative deadline of J;, not the
absolute deadline.

P1: J; cannot be blocked by its lower priority jobs after r; +
max e\t G-

P2: J; cannot be blocked by its lower priority jobs after
ri + D;.

P3: J; cannot be blocked by a lower priority job J;, if J;’s
relative deadline is no larger than J;’s relative deadline
(ie., D; < D).

P1 is similar to Bar, but J; itself is excluded in the job candi-
dates that incur the largest blocking time. P2 is straightforward
since J;’s deadline is r;+ D;. P3 holds because a lower priority
job whose deadline is later than r; + D; has its release time
after r; if its relative deadline is smaller than D;. Combining
P1-P3, we derive the following lemma.

Lemma 2: A job of J; whose release time is r; cannot be
blocked by its lower priority jobs after r; + B;, where

B; = min|{ D;, max Gl 2)
JieJ (r)\{Ji}|D;j>D;
Note that B; = 0 if J(r;) \ {J,'}|Dj > D; = 0.
Proof: The lemma holds by P1-P3. |

Using B;, we define V/ and derive an enhanced schedula-
bility analysis in the following theorem.

Theorem 1: A job set J is schedulable by NP-EDF on m
processors, if for every € {rj} 7, the following inequality
and C; < D; — B; hold for every J; € J (¢):

Z Vi<m—(m—1) x max V] 3)
Bed o JieJ (1)

where V! = C;/(D; — B)).
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From now on, we prove the correctness of the the-
orem. Although Theorem 1 is simple to present, it is
difficult to prove its correctness, which can be achieved
by comparing the amount of job executions under NP-
EDF, with that under a rate-based scheduler defined as
follows.

Definition 1: The R* scheduler executes every job J; with
speed of V! at ¢ if the job has remaining execution.

Since Vlf - (D; — B;j) = C; holds, every job J; under the R*
scheduler finishes its execution at least B; time units prior to
its absolute deadline (if D; — B; > C; holds).

In addition to Definition 1, the proof of Theorem 1 neces-
sitates the following definition.

Definition 2: For a scheduler S, a job J, that belongs to
a job set J, and a time interval [z, 2], let W(S, Jy, [ta, 1))
denote the amount of execution of J, done when jobs in J
are scheduled by S during interval [z,, ).

Using Definitions 1 and 2, we will derive a key property
that can prove Theorem 1, stated in the following lemma.

Lemma 3: If (3) holds, the following condition holds for
every p>1and > O:

P
> W(NP-EDF. J;, [0,1)) = > W(R*,J,. [0.1 — By)). (4)
g=1 g=1
Proof: Recall that J, is defined as the job with the gth

earliest deadline among all jobs in 7, and r; and d, denote

J,’s release time and absolute deadline, respectively.

The proof of the lemma is proved by contradiction. Suppose
that 7y is the earliest time instant that (4) is violated, implying
that

P

> W(NP-EDF, J,, [0. 1)) < » _ W(R*,J,. [0, 10 — Bp)). (5)
q=1 g=1

Then, there should be at least one job J; € {Jq}"q’=1 that
satisfies the following inequality at 79 (> r; + B;) where r;
denotes the release time of J;; otherwise, (5) cannot hold

W(NP-EDF, J;, [0, 10)) < W(R*,J;, [0, 10 — B))).  (6)

At rj + B; (< 19), the following inequality holds because its
RHS is zero

W(NP-EDF, J;, [0, 7; + B))) = W(R", Jj, [0, 7). (])

Since rj+B; < 1y holds, (4) holds for = r;+B;. Then, if we
subtract (4) for t = r; + B; from (5), the following inequality
holds:

> W(NP-EDF, J,. [1; + B;. )
g=1

p
<Y W(R*.J,.[rj+ Bj — By. 1o — By)). (8)
g=1
Subtracting (7) from (6), we derive the following:
W(NP-EDF, J;, [rj + Bj, to)) < W(R*, Ji, [rj, to — Bj)). 9)

While Bar calculates the latest time instant when a lower
priority job of J; blocks J;, as rj+maxj,c 7 C;, we calculate the
time instant as 7;+ B;. Then, if J; is not executing in [r;+Bj, 19),
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all processors should be occupied by jobs whose priority is
higher than J;. Let x denote the cumulative length in [r; + B;, 1)
such that all processors are occupied by jobs in {Jq}zzl. Also,
let y denote the cumulative length in the same interval such
that at least one processor is idle or occupied by a job not
in {Jq}zzl. Note that J; does not finish its execution until fy
because of (6). The LHS of (8) is at least m - x + y, while the
RHS of the inequality is at most (x+)->_;.c 7+ V}, where t*
maximizes (x +y) - Zjiej(z) V! among all 1 € {ri};.c7 Where
rj < ry < to — B;. Therefore, the following inequality holds:

mox+y<@+y) V. (10)
JieJ (t*)
Also, the LHS of (9) is at least y, while the RHS of
the inequality is at most (x +y) - V/, yielding the following
inequality:

y<(x+y - max V. (11)

JieJ (t*)
Then, (3) for t = ¢* contradicts, if we multiply (11) and
(m — 1) and add it to (10). This proves the lemma. [ |

Proof of Theorem 1: We can prove Theorem 1 using
Lemma 3 as follows.

Base Case: If we focus on Lemma 3 withp = 1 and t = dj,
the RHS of (4) is equal to C;. Hence, the LHS is at least Cy,
meaning that J; finishes its execution until d; under NP-EDF.

Inductive Case: Suppose that every job in {Jq}j;;i finishes
its execution within its deadline. We focus on (4) for given
p = x and t = d,. Then, the RHS of (4) implies the summation
of the execution time of {Jq}zzl, since every job J, finishes its
execution until d; — By, which is no later than d, — B,. On the
other hand, the LHS implies the summation of the amount of
execution of jobs in {Jq}){;:1 performed until d,. Considering
the LHS is no smaller than the RHS in (4), we conclude that
every job in {Jq}’q‘:1 finishes its execution until d,. By the
supposition, this implies that J; finishes its execution until its
deadline d,.

By the base and inductive cases, the theorem holds.

Theorem 1 enhances Lemma 1 (i.e., Bar) in terms of pro-
viding a tighter schedulability condition, which is possible by
incorporating the properties of nonpreemptive scheduling. Also,
while the original version of Bar cannot, Theorem 1 can be
used for the job model in which jobs are dynamically in and out.

B. Further Improving Schedulability Test

While Theorem 1 is successful in developing an enhanced
schedulability test for NP-EDF, we can further improve the
proposed schedulability test. To this end, we will exploit a
property from [6], which is originally derived for a task set
(not for a job set), as follows. Focusing on (3), we inves-
tigate how excluding a job J, and a processor affects its
LHS and RHS. Once we exclude a job J; and a processor,
the LHS of (3) decreases by V. and the RHS decreases by
(1 — maxy,ez V7). This implies that if V| is larger than
(1 —maxj,e 7 V)), it is possible that (3), which does not hold
for J (f) on an m-processor platform, can hold for [J () \ {J;}
on an (m—1)-processor platform. By carefully utilizing the
property, we can derive the following schedulability test from
Theorem 1.

Theorem 2: Let J.(1) denote a job J; € J(r) whose V! is
the largest among 7 (f); we choose only one job for J,(¢) if
there are multiple jobs with the largest V;. We also let [J'(7)
denote a set of jobs J; € J (1) \ {J«(H)} whose Vj/ is larger than
(1 — maxj,e7( V/), and m'(t) denotes the number of jobs in
J' (). Then, a job set J is schedulable by NP-EDF on m
processors, if for every 7 € {rj}c7, the following inequality
and C; < D; — B; hold for every J; € J() and m'(t) < m
holds:

2

JieJ O\T' (@)

Vi< (m—m' () — (m—m'@)— 1)

X

max V.. (12)
JieTO\T' (1)

Proof: From Theorem 1, (12) implies 7 (£)\ J'(¢) is schedu-
lable by NP-EDF on an (m—m'(r))-processor platform. Since a
job cannot occupy more than one processor at any time, adding
jobs in 7' (¢) and m' () processors yields the following: if 7 (f)
is scheduled by NP-EDF on an m-processor platform, any job
in J(@) \ J'(t) does not yield any job deadline miss.

Then, the remaining step is to guarantee no deadline miss
for jobs in 7' (¢), which can hold by switching a job in J'(¢)
[denoted by J, ()] and J, (7). Let J” (¢) denote J' () U{J () }\
{J4x(®)}. Then, if we replace J'(¢r) with J”(¢) in (12), the new
inequality also holds, due to the following reasons.

The LHS of the new inequality decreases by V/ for J, (1)
minus V/ for J.«(f) (denoted by o that is nonnegative), com-
pared to the LHS of (12). The RHS of the new inequality
increases by at most (m —m/(f) — 1) - > 0, compared to the
RHS of (12). Therefore, we can guarantee that when J (¢) is
scheduled by NP-EDF on an m-processor platform, any job
in J()\ J”(t) does not yield any job deadline miss. Since
J(O\T" () subsumes Jy (), we can guarantee no job deadline
miss for Jy (7).

Likewise, we can guarantee no job deadline miss for every
job in J'(¢), which proves the theorem. [ ]

C. Usage and Time Complexity

We can use Theorems 1 and 2 for a runtime admission
control for a job set. Whenever a new job is released, we test
the theorems for 7 by adding the new job to 7; if (3) [or (12)]
holds, the system can accommodate the new job. This needs
O(n(1)) operations to calculate B; (and therefore, V) for each
Ji € J(t), where n(¢) is the number of jobs in J; € J(¢),
yielding O(n(1)?) time complexity.

Theorems 1 and 2 can be used for testing the schedulabil-
ity of a task set, by replacing J(¢) in (3) [or (12)] with T,
where a task 7; € 7 is specified as the relative deadline D;,
the worst case execution time Cj;, and the period T; (> Dj).
This also yields O(n?) time complexity where n is the num-
ber of tasks. This time complexity is still very low, compared
to existing schedulability tests that yield high schedulability
performance at the expense of high time-complexity [1]-[4].
For example, one of NP-EDF tests with the highest schedula-
bility performance in [3], [4] yields o’ -MaXger Dlz), which
is pseudopolynomial time complexity.
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TABLE I
NUMBER OF SCHEDULABLE TASK SETS BY EACH TEST, NORMALIZED BY
THAT BY BAR, WHEN m = 2

Task utilization distribution

(average # of tasks) Bar Ours1 Qurs2
Bino. 0.1 (5.05) 100.0% | 123.8% | 172.7%
Bino. 0.3 (4.30) 100.0% | 130.6% | 189.0%
Bino. 0.5 (3.79) 100.0% | 1452% | 218.5%
Bino. 0.7 (3.40) 100.0% | 171.7% | 273.3%
Bino. 0.9 (3.11) 100.0% | 377.3% | 692.4%
Exp. 0.1 (11.62) 100.0% | 102.8% | 108.7%
Exp. 0.3 (5.74) 100.0% | 116.1% | 142.4%
Exp. 0.5 (4.79) 100.0% | 124.8% | 163.5%
Exp. 0.7 (4.45) 100.0% 128.7% 175.8%
Exp. 0.9 (4.27) 100.0% | 132.6% | 183.0%
Total (5.05) 100.0% | 119.6% | 153.0%

IV. EVALUATION

In this section, we evaluate the schedulability performance
of the proposed schedulability tests. To this end, we generate
a number of task sets and apply them to test Theorems 1 and 2
according to Section III-C.

We follow a well-known task set generation method [8],
which has been widely used for many real-time scheduling
studies, e.g., [3], [4], and [6]. We generate 100000 task sets
for every pair of: 1) the number of processors m (2, 4, and
8) and 2) the task utilization C;/D; (the bimodal distribution
with 0.1, 0.3, 0.5, 0.7, and 0.9, and the exponential distribution
with 0.1, 0.3, 0.5, 0.7, and 0.9). Different choices in 2) yield
different average values for the number of tasks in each task set
as shown in Table I, which shows the number of schedulable
task sets by each test normalized by that by Bar, when m = 2.

We now compare the schedulability performance of
Theorems 1 and 2 (denoted by Ours1 and Ours2, respec-
tively), with that of the existing low time-complexity schedula-
bility test (i.e., Lemma 1, denoted by Bar). Overall, Ours1 and
Ours2 significantly improve the schedulability performance of
Bar. As shown in Table I, Ours1 and Ours2, respectively, find
19.6% and 53.0% more task sets for m = 2 than Bar. Although
not as large as the amount of improvement for m = 2, that for
m = 4 and m = 8 is still significant in that Ours1 and Ours2
yield 7.7% and 37.6% improvement for m = 4 and 11.2% and
28.9% improvement for m = 8, respectively.

As shown in Table I, Ours1 and Ours2 yield a greater
improvement with a smaller value for the average number of
tasks in each task set (denoted by 7). For example, while a
binomial distribution with 0.1 (n = 5.05) yields only 23.8%
and 72.7% improvement for Ours1 and Ours2, respectively,
that with 0.9 (n = 3.11) yields 277.3% and 592.4% improve-
ment. This is because, a smaller number of tasks in a task set
tends to yield a larger max,,c; V;, which emphasizes the pes-
simism of Bar, while Ours1 and Ours2 effectively reduce the
pessimism. Note that the improvement does not significantly
depend on the task utilization distribution type (i.e., binomial
or exponential), as we observe a similar n yields a similar
improvement regardless of the type; for example, a binomial
distribution with 0.3 (7 = 4.30) and an exponential distribution
with 0.9 (n = 4.27) yield a similar improvement.

We also observe that the performance gap between Bar and
Ours1 and that between Ours1 and Ours2 varies with the
task utilization distribution. As shown in Table I and Fig. 1,
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Fig. 1. Ratio of task sets deemed schedulable by each test with m = 2.
(a) Bimodal distribution with 0.1. (b) Bimodal distribution with 0.9.

the former is larger than the latter for a binomial distribution
with 0.9, while the converse holds for other distributions. This
means the improvement by Theorem 1 stands out when the
number of tasks in each task set is small.

Since the proposed schedulability tests are designed for
exhibiting low time complexity, they cannot yield the schedu-
lability performance comparable to high time-complexity
schedulability tests. However, the proposed schedulability tests
can find some additional task sets schedulable by NP-EDF,
which cannot be covered by existing high time-complexity
schedulability tests. That is, among 89 509 task sets deemed
schedulable by Ours2 for m = 2, 2459 task sets are not
covered by the existing high time-complexity schedulabil-
ity tests [3], [4], which are known to exhibit the highest
schedulability performance for NP-EDF.

V. CONCLUSION

In this letter, we developed two versions of schedulability
test for NP-EDF, which not only improve the schedulability
performance but also maintain low time complexity, and we
demonstrated their effectiveness via experiments. While this
letter focused on work-conserving NP-EDF scheduling, there
exist some recent studies that deal with nonwork-conserving
NP-EDF, e.g., [9]; it would be interesting to develop a method
that extends the techniques proposed in this letter to nonwork-
conserving NP-EDF.
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