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Infeasibility Test for Fixed-Priority Scheduling
on Multiprocessor Platforms
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Abstract—Fixed-priority scheduling (FPS), due to its simplic-
ity to implement, has been one of the most popular scheduling
algorithms for real-time embedded systems equipped with multi-
processor platforms. While there have been many studies that
find sufficient conditions for a given task set to be feasible
(schedulable) by FPS with a proper priority assignment, the other
direction (i.e., finding infeasible task sets) has not been studied.
In this letter, we address a necessary feasibility condition that
judges a given task set to be infeasible under FPS with every
priority assignment on multiprocessor platforms. To this end,
we derive useful properties for the condition and develop the
first infeasibility test for FPS on multiprocessor platforms. Via
simulations, we show that the proposed infeasibility test discov-
ers a number of FPS-infeasible task sets which are not proven
FPS-infeasible by any existing studies.

Index Terms—Fixed-priority scheduling (FPS), infeasibility
test, multiprocessor platforms, real-time embedded systems.

I. INTRODUCTION

F IXED-PRIORITY scheduling (FPS) [1] has been widely
used in multiprocessor real-time embedded systems, and

its fundamental issue is to determine whether a set of real-time
tasks can be guaranteed to always meet their deadlines. We
may generally classify the research into two problems: 1) to
determine the priority ordering of tasks; and 2) to perform
feasibility (schedulability) test to determine whether a task set
with the given priority ordering is feasible (i.e., guaranteeing
all job deadlines).

Studies for both 1) and 2) have matured for FPS on unipro-
cessor platforms. Deadline-monotonic scheduling [2], where
invocations of tasks (called jobs) are scheduled in nonde-
creasing order of relative deadlines, has been proven to be
an optimal priority assignment (OPA), and its exact feasibility
test [3] has been also derived. However, for FPS on multipro-
cessor platforms, no OPA has been known yet, and all existing
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feasibility tests [4]–[7] are sufficient but not necessary, i.e.,
task sets that fail the test may still be feasible.

The goal of this letter is to reduce real-time task sets whose
feasibility under FPS is unknown by existing studies. In par-
ticular, we aim at developing a necessary feasibility test that
proves the infeasibility of a given task set under FPS on multi-
processor platforms. Addressing such infeasibility is beneficial
to real-time systems as follows. First, in a theoretical aspect,
it is meaningful to reduce a region of uncertainty between
task sets proven feasible and infeasible by FPS. Second, since
each study for the FPS schedulability analysis aims at cov-
ering additional FPS-feasible task sets that are not deemed
schedulable by any existing studies, this letter not only reduces
the candidate task sets potentially FPS-feasible but also helps
to develop a new FPS schedulability analysis by providing a
guideline of how to make a target task set feasible/infeasible
by FPS.

However, it is difficult to develop an infeasibility test for
FPS because 1) it has not been known how to derive condi-
tions for a task set to be infeasible under FPS and 2) such a
condition should not necessitate an investigation of all prior-
ity assignments (because the number of priority assignments
increases exponentially as the number of tasks increases lin-
early, i.e., n! versus n). In this letter, we address 1) and 2) as
follows. First, we focus on a given task and derive two lower
bounds of execution of its higher-priority tasks within a given
interval, which hold regardless of relative priorities among the
higher-priority tasks; one lower bound is for the m highest-
priority tasks, and the other lower bound is for other tasks,
where m is the number of processors. Using the two lower
bounds, we derive a condition for a given task to be infeasible
assuming a set of its higher-priority tasks is known (but their
relative priorities are not known). Applying the OPA tech-
nique [8] to the derived condition, we develop an infeasibility
test that proves a given task set to be infeasible under FPS
with every priority assignment on a multiprocessor platform.

Via simulations, we demonstrate that the proposed infea-
sibility test finds a number of FPS-infeasible task sets. For
instance, if we target implicit-deadline task sets whose task
set utilization is no smaller than 99% on a two-processor plat-
form, the proposed infeasibility test reveals that 81.7% of them
are FPS-infeasible, which has not been proven by any existing
studies.

II. SYSTEM MODEL, ASSUMPTIONS, AND NOTATIONS

This letter studies the feasibility problem on a multipro-
cessor platform with m (≥ 2) identical processors with the
same speed. We consider a sporadic task model [1], [9] com-
posed of n tasks, in which a task τi ∈ τ is characterized by
(Ti, Ci, Di) : Ti is the minimum interjob separation, Ci is the
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worst-case execution time, and Di is the relative deadline.
Such a task τi is assumed to generate a potentially infinite
sequence of jobs, each of which is separated from its prede-
cessor by at least Ti time units and is required to complete Ci
units of work within Di time units from its release. We target
implicit- and constrained-deadline task sets, in which every
task τi ∈ τ satisfies Di = Ti and Di ≤ Ti, respectively. We
assume quantum-based time, and without loss of generality, a
time unit describes a quantum length of 1; all task parameters
are specified by the multiples of the quantum length. A single
job is assumed to be unable to execute in parallel upon more
than one processor. Since any task set with n ≤ m is trivially
schedulable, we only consider n > m.

We consider FPS, under which each task is assigned a
unique priority and all jobs released by the task inherit this
priority; under FPS, the system chooses to execute at most m
highest-priority jobs in each time slot. We assume that jobs
are independent and preemptible, and migrate from one pro-
cessor to another (i.e., global scheduling); also, we assume
that the preemption/migration costs are already included in
the worst-case execution time. We define FPS-feasibility and
FPS-infeasibility as follows.

Definition 1: A task set τ is said to be FPS-feasible if there
exists at least one priority assignment for FPS that satisfies
all the jobs of τi ∈ τ meet their deadlines for all possible
legitimate job arrival sequences. Also, a task set τ is said to
be FPS-infeasible if there exists no such priority assignment.

III. DEVELOPMENT OF INFEASIBILITY TEST FOR FPS

Different from existing feasibility tests for FPS [4]–[7],
we aim at developing an infeasibility test for FPS, which
proves that a task set is FPS-infeasible (i.e., not feasible under
FPS with every priority assignment) on a multiprocessor plat-
form. To this end, we focus on the synchronous periodic
release pattern, implying that the first job invoked by each
task in the target task set is released at the same time and
the following jobs are released in a strictly periodic manner.1

We then derive a condition for the first job of each task to
be infeasible under FPS with every priority assignment. We
would like to emphasize that deriving the condition should
not necessitate the investigation of all possible priority assign-
ments; this is because, such investigation is intractable for the
large number of tasks (due to n! priority assignments with n
tasks).

We first consider the following situations. For a given task
τk, we assume to know a set of its higher-priority tasks
[denoted by τHI(τk)], but we do not assume to know the rela-
tive priorities among tasks in τHI(τk). We now check whether
the first job of τk triggers its deadline miss when there is
no deadline miss of jobs of tasks in τHI(τk). To this end,
we need to calculate Ei(�) for τi ∈ τHI(τk), which is the
amount of execution of jobs of τi in an interval of length
� when the first job of τi is released at the beginning of the
interval and the following jobs are released in a strictly peri-
odic manner. The following lemma calculates a lower bound
of Ei(�).

1By Definition 1, a task set is said to be FPS-infeasible, if there exists a job
arrival sequence under which no priority assignment of the task set makes all
the jobs meet their deadlines. In this section, we choose the synchronous peri-
odic release pattern, which has been widely used for deriving tight necessary
feasibility conditions, e.g., [10].

Fig. 1. Release and execution pattern to calculate Wi(�).

Lemma 1: Ei(�) for τi is at least as much as Wi(�), which
is calculated as follows:

Wi(�) =
⌊ �

Ti

⌋
· Ci

+ max

(
0, min

(
Ci, �−

⌊ �

Ti

⌋
· Ti − (Di − Ci)

))
. (1)

Proof: The release and execution pattern for Wi(�) is
depicted in Fig. 1, and calculated as follows. There are
�(�/Ti)� jobs of τi in the interval of length �, whose deadlines
are within the interval, e.g., the first and second jobs in Fig. 1.
Then, each of the �(�/Ti)� jobs should execute for Ci time
units within the interval; otherwise, it misses its deadline. For
a job whose deadline is later than the interval (if any), e.g., the
third job in Fig. 1, we focus on the interval between the job’s
release and the end of the interval of length � and consider
three cases: the interval length (i.e., �−�(�/Ti)� · Ti) is 1) no
larger than (Di−Ci); 2) larger than Di; and 3) otherwise. For
1)–3), the job’s minimum execution within the interval to avoid
its deadline miss is 0, Ci, and (�−�(�/Ti)�·Ti−(Di−Ci)) times
units, respectively. The max term in (1) unifies the execution
requirements for 1)–3). Therefore, Wi(�) is a lower bound for
Ei(�), which proves the lemma.

If we use the fact that on an m-processor platform, every job
of the m highest-priority tasks starts its execution as soon as it
is released and is not preempted by other jobs, the following
lemma derives a tighter lower bound for Ei(�).

Lemma 2: If τi is one of the m highest-priority tasks, Ei(�)
for τi is at least as much as W ′i (�), which is calculated as
follows:

W ′i (�) =
⌊ �

Ti

⌋
· Ci +min

(
Ci, �−

⌊ �

Ti

⌋
· Ti

)
. (2)

Proof: The release and execution pattern for W ′i (�) can be
depicted in a figure similar to Fig. 1, where the third job is
executed as early as possible. The proof for the �(�/Ti)� · Ci
part is the same as Lemma 1. Since every job of the m highest-
priority tasks starts its execution as soon as it is released and
is not preempted by other jobs, a job whose deadline is later
than the interval (if any) executes for min(Ci, �−�(�/Ti)� ·Ti)
within the interval of length �. This proves the lemma.

Note that it is easily observed that W ′i (�) ≥ Wi(�) for every
τi and � ≥ 0.

Using Lemmas 1 and 2, we can derive a condition for a task
to be infeasible under FPS assuming its higher-priority set is
known (but their relative priorities are not known), recorded
in the following lemma.

Lemma 3: Suppose that τk’s higher-priority tasks [denoted
by τHI(τk)] are known. Then, τk is infeasible under FPS on
an m-processor platform, if the following condition holds for
at least one α where 1 ≤ α ≤ Ck:

m · (Dk − Ck + α) < α + Diff(τk)+
∑

τi∈τHI(τk)

Wi(Dk − Ck + α)

(3)
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Algorithm 1 FPS-Infeasibility Test on an m-Processor
Platform

1: for every τk ∈ τ do
2: Pk ← 0 (i.e., the priority for τk is not assigned.)
3: end for
4: for Priority p = n, n− 1, n− 2, ... 1 do
5: for every τk ∈ τ |Pk = 0 do
6: if Eq. (3) does not hold for every 1 ≤ α ≤ Ck then
7: Pk ← p and break
8: end if
9: end for

10: if there exists no τi ∈ τ satisfying Pi = p then
11: Return “Infeasible”
12: end if
13: end for
14: Return “No decision”

where Diff(τk) is calculated using Diffi(τk) as follows. For
every task τi ∈ τHI(τk), we compute the value of Diffi(τk)
as W ′i (Dk − Ck + α) − Wi(Dk − Ck + α); for every task
τi /∈ τHI(τk), we set Diffi(τk) = 0. Then, Diff(τk) is
set to the summation of the m smallest values among all
Diffi(τk).

Proof: By Lemma 1, τi should execute for at least
Wi(Dk − Ck + α) time units within the interval of length
(Dk − Ck + α). Also, by Lemma 2, τi should execute for at
least W ′i (Dk − Ck + α) time units within the interval of length
(Dk − Ck + α), if τi belongs to the m highest-priority tasks.

Therefore, regardless of relative priorities among tasks in
τHI(τk), Diff(τk) +∑

τi∈HI(τk)
Wi(Dk − Ck + α) is a lower

bound of the amount of execution of jobs of tasks in τHI(τk)
within the interval of length (Dk − Ck + α).

Also, within the interval of length (Dk−Ck+α), the job of
τk should execute for at least α time units; otherwise, it will
miss the deadline.

Hence, the right-hand side of (3) is a lower bound of the
amount of execution of the job of τk and jobs of tasks in
τHI(τk) within the interval of length (Dk − Ck + α), in order
to avoid any job deadline miss. Since the amount of total
execution within the interval of length (Dk − Ck + α) on an
m-processor platform is at most m · (Dk−Ck+α), the lemma
holds.

Using Lemma 3, we can develop an FPS-infeasibility test
on an m-processor platform, presented in Algorithm 1. Since
Lemma 3 calculates the minimum execution of higher-priority
tasks [using Diff(τk)] that does not depend on the relative
priorities of the higher-priority tasks, we can apply the OPA
technique [8].

In lines 1–3, we set Pk for every τk ∈ τ to 0 (which means
the priority for τk is not assigned). In lines 4–13, we try to
assign each priority to a task from the lowest priority (p = n)
to the highest priority (p = 1). For given priority, lines 5–9 find
a task whose priority is unassigned and which is not proven
infeasible by Lemma 3. Once line 6 finds such a task, we
continue repeating the process for the next priority. Otherwise
(i.e., if there is no such a task checked by line 10), return
“Infeasible” (by line 11); in this case, all tasks whose priorities
are unassigned are proven infeasible by Lemma 3. Since no
task can be assigned to the given priority, the task set is infea-
sible under FPS with every priority assignment. On the other
hand, if every priority is assigned, the algorithm concludes
“No decision” in line 14, which means that it is impossible

to prove FPS-infeasibility. The following theorem records the
correctness of Algorithm 1.

Theorem 1: If Algorithm 1 returns “Infeasible” for a task
set, the task set is infeasible under FPS with every priority
assignment on an m-processor platform.

Proof: Suppose that Algorithm 1 returns “Infeasible” for the
task set but the task set is actually feasible under FPS with
a priority assignment; let {P∗k} denote the priority assignment.
Then, there should exist a priority p = x in lines 4–13, such
that p = x yields “Infeasible” in lines 10 and 11; then, pri-
orities p = n, n − 1, . . . , x + 1 are assigned, and priorities
p = x, x− 1, . . . , 1 are not assigned. Let {P′k} denote the pri-
ority assignment by Algorithm 1. We show the contradiction
for the following two cases: 1) a set of tasks τk that satisfy
x + 1 ≤ P∗k ≤ n is the same as a set of tasks τk that satisfy
x+ 1 ≤ P′k ≤ n and 2) otherwise.

Case (i): Lines 4–13 check whether priority x can be
assigned to every task whose priority is not assigned, but
Lemma 3 (i.e., line 6) concludes that every task whose pri-
ority is not assigned cannot be feasible with priority x. This
contradicts that {P∗k} is a priority assignment that makes the
task set FPS-feasible in the supposition.

Case (ii): In this case, there should exist τk that does not
satisfy x + 1 ≤ P∗k ≤ n, but satisfies x + 1 ≤ P′k ≤ n. Then,
Lemma 3 (i.e., line 6) should conclude that τk can be fea-
sible with priority P′k. However, this is impossible, because
Lemma 3 (i.e., line 6) concludes that every task whose pri-
ority is not assigned cannot be feasible with priority x for
case (i), and τHI(τk) for case (ii) subsumes τHI(τk) for case (i).
Therefore, τk cannot be feasible with priority x+ 1 ≤ P′k ≤ n.
This contradicts the qualification of case (ii).

Both cases contradict, which proves the theorem.

IV. EVALUATION

In this section, we evaluate the performance of Algorithm 1
in finding FPS-infeasible task sets.

Task Set Generation: To generate task sets to be tested, we
consider three parameters: 1) five distributions for task uti-
lization Ci/Ti (bimodal distributions with 0.1, 0.3, 0.5, 0.7,
and 0.9); 2) the number of processors (m = 2, 4, and 8);
and 3) implicit- or constrained-deadline task set (Di = Ti or
Di ≤ Ti). For given combination of 1)–3), we randomly gener-
ate 10 000 task sets according to a popular task set generation
method in [11], all of which are not proven infeasible by exist-
ing infeasibility tests for implicit- or constrained-deadline task
sets [10]; in total, we generate 10 000× 5× 3× 2 = 300 000
task sets.

Evaluation Settings: Since it is known that a task set tends
to be FPS-feasible if its task set utilization (i.e.,

∑
τi∈τ Ci/Ti)

is low compared to m, we present three different groups of
task sets, whose task set utilization is no smaller than 0.90 ·m,
0.95 · m, and 0.99 · m, respectively, and plot the ratio of task
sets proven FPS-infeasible by Algorithm 1 for each group in
Fig. 2. In this section, we present the evaluation results for
implicit-deadline task sets; those for constrained-deadline task
sets exhibit a similar trend.

Considering no test has been developed to prove FPS-
infeasibility, we apply the following simulation method for
checking the effectiveness of Algorithm 1 in finding FPS-
infeasible task sets. Focusing on the synchronous periodic
release pattern, we simulate the task set by FPS with a given
priority assignment until 100 000 time units. We can judge
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(a) (b)

Fig. 2. Ratio of implicit-deadline task sets proven FPS-infeasible by
Algorithm 1 [and the simulation method only for m = 2 in (b)]. (a) Different
task set utilization groups. (b) Different bimodal distributions with at least
90% task set utilization.

that the task set is FPS-infeasible if the simulation with every
priority assignment yields at least one job deadline miss. Due
to necessitating the simulation for every priority assignment,
the simulation method can be applied only for task sets each
of whose number of tasks is small; for example, even a task
set with n = 10 yields 10! · 0.01 s ≈ 10 h (if it takes 0.01 s
to simulate a task set with a priority assignment). Therefore,
we apply the simulation method to task sets only for m = 2
with bimodal parameters of 0.5, 0.7, and 0.9, each of whose
number of tasks is small.

Performance in Finding FPS-Infeasible Task Sets: We have
the following four observations. First, as task set utilization
becomes closer to m, the ratio of task sets proven FPS-
infeasible increases. For example, for the case of m = 2
shown in Fig. 2(a), 26.1%, 38.2%, and 49.8% task sets are
proven FPS-infeasible if the task set utilization is no smaller
than 90%, 95%, and 99%, respectively. This demonstrates
that Algorithm 1 properly captures the property of FPS-
infeasible task sets: the higher task set utilization, the more
FPS-infeasible task sets.

Second, as the number of tasks in each task set gets smaller
(which is equivalent to employing a larger bimodal parame-
ter), the ratio of task sets proven FPS-infeasible increases. This
is shown in Fig. 2(b), in which we do not plot for bimodal
parameters with 0.1 and 0.3 due to their low ratio. For the
case of m = 2 with task set utilization no smaller than 90%,
Algorithm 1 proves 0.6%, 5.2%, 15.2%, 27.1%, and 48.3%
task sets to be FPS-infeasible for bimodal distributions with
parameters 0.1, 0.3, 0.5, 0.7, and 0.9, respectively. Likewise,
the case of m = 2 with task set utilization no smaller than
99%, Algorithm 1 proves 2.4%, 6.9%, 30.5%, 57.5%, and
81.7%, respectively. This is due to the pessimism in calcu-
lating a lower bound of higher-priority execution; the larger
number of tasks, the more pessimism. This commonly happens
in interference-based analysis techniques [4]–[7].

Third, as the number of processors gets larger, the ratio of
task sets proven FPS-infeasible decreases (shown in Fig. 2).
This also comes from the pessimism in calculating a lower
bound of higher-priority execution; as the number of proces-
sors gets larger, the number of tasks also gets larger, which
yields more pessimism.

Finally, Algorithm 1 finds many FPS-infeasible task
sets that are covered by the simulation method. For
example, Algorithm 1 exhibits 48.3%/77.9% = 62.0%,
27.1%/68.3% = 40.0% and 13.5%/68.7% = 19.7% of the
simulation method’s performance, respectively, in the case of

task sets with the bimodal parameter of 0.9, 0.7, and 0.5 for
m = 2 as shown in Fig. 2(b). We would like to emphasize
that Algorithm 1 can be applied to general task sets (even
with large n), but the simulation method can be applied only
to task sets with small n.

Time Complexity: The time complexity for Algorithm 1 can
be calculated as follows. To test Lemma 3 for τk (i.e., line 6
in Algorithm 1), we need O(n) calculation for given α, and
we have Ck options of α for τk; therefore, Lemma 3 for τk
requires O(n · maxτi∈τ Ci) computations. Also, lines 4–13 in
Algorithm 1 try to test Lemma 3 at most n+ (n− 1)+ · · · +
1 = O(n2) times. Therefore, the total time complexity for
Algorithm 1 is O(n3 ·maxτi∈τ Ci).

If a lower time complexity is required, we can only apply
α = 1 and α = Ck for Lemma 3. This modification decreases
the total time complexity of Algorithm 1 into O(n3), but it
slightly drops the performance in finding FPS-infeasible task
sets. For example, for the case of m = 2 and implicit-deadline
task sets, 22.4%, 33.8%, and 47.9% task sets are proven infea-
sible if the task set utilization is larger than 90%, 95%, and
99%, respectively, when we only apply α = 1 and α = Ck to
Lemma 3 (which are 26.1%, 38.2%, and 49.8%, respectively
when we apply all alphas).

V. CONCLUSION

In this letter, we addressed the multiprocessor feasibility
problem with a special focus on FPS and discovered a number
of FPS-infeasible task sets. In the future, we would like to
make the proposed FPS-infeasibility test tighter, reducing the
gap between the coverage of existing FPS-feasibility tests and
that of the proposed FPS-infeasibility test.
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