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SUMMARY As real-time embedded systems are required to accommodate various tasks with different levels of criticality, scheduling algorithms for MC (Mixed-Criticality) systems have been widely studied in the real-time systems community. Most studies have focused on MC uniprocessor systems whereas there have been only a few studies to support MC multiprocessor systems. In particular, although the ZL (Zero-Laxity) policy has been known to an effective technique in improving the schedulability performance of base scheduling algorithms on SC (Single-Criticality) multiprocessor systems, the effectiveness of the ZL policy on MC multiprocessor systems has not been revealed to date. In this paper, we focus on realizing the potential of the ZL policy for MC multiprocessor systems, which is the first attempt. To this end, we design the ZL policy for MC multiprocessor systems, and apply the policy to EDF (Earliest Deadline First), yielding EDZL (Earliest Deadline first until Zero-Laxity) tailored for MC multiprocessor systems. Then, we develop a schedulability analysis for EDZL (as well as its base algorithm EDF) to support its timing guarantee. Our simulation results show a significant schedulability improvement of EDZL over EDF, demonstrating the effectiveness of the ZL policy for MC multiprocessor systems.
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1. Introduction

Integrated systems have received considerable attention for their ability to reduce size, weight and power for real-time systems. In other words, instead of implementing each function in each distributed system, a single, integrated hardware controls all functions. Typical examples are ARINC 653 [1] for avionics and Autosar [2] used in the automotive industry.

To support different criticality levels with high CPU utilization for such integrated systems, timing guarantees for MC (Mixed-Criticality) multiprocessor real-time systems have been studied in the real-time systems community [3]–[5]. However, the underlying theory has yet to mature, unlike in SC (Single-Criticality) multiprocessor systems.

For example, the ZL (Zero-Laxity) policy [6], [7] have received considerable attention due to its wide applicability and significant schedulability improvement, which can be incorporated into most (if not all) existing real-time scheduling algorithms (called base algorithms) on SC multiprocessor systems. The ZL policy assigns the highest priority to zero-laxity jobs and prioritizes other jobs according to the base algorithm. Here, a job’s laxity at any time instant is defined as remaining time to the job’s absolute deadline minus the amount of remaining execution time at that instant. By executing jobs that would otherwise miss their absolute deadlines (i.e., zero-laxity jobs), the ZL policy considerably improves the base algorithm in terms of schedulability in SC multiprocessor systems. However, such effectiveness of the ZL policy in enhancing schedulability has not been achieved in MC multiprocessor systems.

In this paper, we focus on demonstrating that the ZL policy is also effective in improving the schedulability of the base algorithm in MC multiprocessor systems, which is the first attempt. To this end, we first consider EDF (Earliest Deadline First) as the base algorithm and develop RTA (Response-Time Analysis) for EDF to support a timing guarantee in MC multiprocessor systems. Although RTA is one of the most popular schedulability analysis frameworks because of its higher schedulability performance, no RTA for EDF has been established in MC multiprocessor systems. Second, we design EDZL (Earliest Deadline first until Zero-Laxity) scheduling algorithm for MC multiprocessor systems by incorporating the ZL policy into EDF. Unlike for EDZL in SC multiprocessor systems, we must re-define the concept of a job’s laxity because MC multiprocessor systems entail multiple types of execution times based on certification authorities. Finally, we develop RTA for EDZL in MC multiprocessor systems, which considers the new concept of a job’s laxity. Our simulation results demonstrate that EDZL considerably improves the schedulability of EDF in MC multiprocessor systems.

We emphasize that we consider EDF as the base algorithm owing to its simplicity and popularity, and the applicability of the ZL policy for MC multiprocessor systems is not limited to EDF. Thus, the ZL policy can be used for most (if not all) existing scheduling algorithms such as EDF-VD (Earliest Deadline First with Virtual Deadlines) [3] and FP (Fixed Priority) [4]. This indicates the significance of our work as the first study that demonstrates the potential performance improvement achieved by the ZL policy when it is incorporated into the various base algorithms in MC multiprocessor systems.

In summary, this paper provides the following contributions to MC multiprocessor systems.
We consider a set of sporadic real-time tasks [8] having two-criticality levels [9]. A task \( \tau_i \in \tau \) is characterized by five parameters \((T_i, C_i^{LO}, C_i^{HI}, D_i, L_i)\). \( T_i \) is the minimal interval between release times of consecutive jobs of \( \tau_i \). \( C_i^{LO} \) and \( C_i^{HI} \) are the worst-case execution times with low criticality (LO) and high criticality (HI), respectively. \( D_i \) is the relative deadline of \( \tau_i \). \( L_i \in \{LO, HI\} \) is a criticality of \( \tau_i \). For \( \tau_i \), satisfying \( L_i = LO \), \( C_i^{LO} = C_i^{HI} \leq D_i \), holds. For \( \tau_i \), satisfying \( L_i = HI \), \( C_i^{LO} \leq C_i^{HI} \leq D_i \), holds. In the beginning, every job invoked by \( \tau_i \in \tau \) performs its execution up to \( C_i^{LO} \). If a time instant is observed at which the amount of execution of a job of \( \tau_i \) is about to exceed \( C_i^{LO} \), we say that a system transition occurs at this time instant, denoted as \( t^{TR} \). After the system transition, we care only about tasks \( \{\tau_i\} \) with \( L_i = HI \), assuming their execution time can be up to \( C_i^{HI} \), and do not care about tasks \( \{\tau_i\} \) with \( L_i = LO \). We say that the system exhibits LO- and HI-criticality behavior before and after the system transition, respectively.

We let \( R_k^{LO} \) and \( R_k^{HI} \) denote the response time of \( \tau_k \) before and after the system transition, respectively. That is, before the system transition (likewise after the system transition), every job invoked by \( \tau_k \) finishes its execution within \( R_k^{LO} \) time units (likewise \( R_k^{HI} \) time units) from its release. We then let \( S_k^{LO} \) and \( S_k^{HI} \) denote a slack of \( \tau_k \) before and after the system transition, which is calculated by \( S_k^{LO} = D_k - R_k^{LO} \) and \( S_k^{HI} = D_k - R_k^{HI} \), respectively. In other words, these refer to every job of \( \tau_k \) before the system transition finishes its execution at least \( S_k^{LO} \) ahead of its absolute deadline, and after the system transition finishes its execution at least \( S_k^{HI} \) ahead of its absolute deadline.

In this paper, we consider work-conserving, preemptive, and global scheduling algorithms. In other words, a ready job should be executed as long as at least one idle processor exists (work-conserving); a higher-priority job can preempt the execution of a lower-priority job at any time (preemptive); and a job is allowed to execute in any processor with migration (global). We assume that \( m \) identical processors are present in the system.

### 3. RTA for EDF in MC Multiprocessor Systems

Before the system transition, underlying scheduling in MC multiprocessor systems is the same as that in SC multiprocessor systems. Therefore, we can apply existing RTA for EDF designed for SC multiprocessor systems [10] to MC multiprocessor systems. To calculate the response time of a job of \( \tau_k \), we must calculate the interference from jobs of \( \tau_i \) to that of \( \tau_k \). Let \( I_{k \leftarrow \Gamma}^{LO}(\ell) \) denote the length of the cumulative intervals such that jobs of \( \tau_i \) execute but the job of \( \tau_k \) of interest cannot execute within an interval of length \( \ell \) starting at the job’s release time, when the system transition does not occur before the end of the interval of length \( \ell \), i.e., \( \Gamma \) in Fig. 1(a). Then, the job of \( \tau_k \) of interest can finish executing (just as \( C_k^{LO} \)) within \( \ell \) time units after its release time, if the sum of \( I_{k \leftarrow \Gamma}^{LO}(\ell) \) for every \( \tau_i \in \tau \setminus \{\tau_k\} \) divided by \( m \) is not greater than \( \ell - C_k^{LO} \). In other words, the response time of a job of \( \tau_k \) is no greater than \( \ell \) if the following inequality holds [10]:

\[
\ell \geq C_k^{LO} + \frac{1}{m} \sum_{\tau_i \in \Gamma(\tau_k)} \min \left( I_{k \leftarrow \Gamma}^{LO}(\ell), \ell - C_k^{LO} + 1 \right) \tag{1}
\]

Although \( I_{k \leftarrow \Gamma}^{LO}(\ell) \) depends on the target scheduling algorithm, the existing RTA for EDF calculates two upper-bounds for \( I_{k \leftarrow \Gamma}^{LO}(\ell) \) under EDF. First, with any scheduling...
algorithm (assuming no job deadline is missed), $E_{k}^{LO}(\ell)$ is upper-bounded by the maximum amount of execution of jobs of $\tau_k$ under LO-criticality behavior in an interval of length $\ell$, as denoted by $W_{i}^{LO}(\ell,S_{i}^{LO}) = W(\ell, T_i, C_i^{LO}, D_i, S_i^{LO})$ [10],

$$W(\ell, T_i, C_i^{LO}, D_i, S_i^{LO}) = \left[\ell + D_i - C_i^{LO} - S_i^{LO} \right] \cdot C_i^{LO} + \min\left(C_i^{LO}, \ell + D_i - C_i^{LO} - S_i^{LO} - \left[\frac{D_i - C_i^{LO} - S_i^{LO}}{T_i}\right] \cdot T_i\right).$$

The function $W(\ell, T_i, C_i^{LO}, D_i, S_i^{LO})$ shown in Fig. 2(a) calculates the maximum amount of execution of jobs of a task whose period, worst-case execution time, relative deadline, and slack are $T_i$, $C_i^{LO}$, $D_i$, and $S_i^{LO}$, respectively, within an interval of length $\ell$. In Fig. 2(a), the last (i.e., right-most) job of the task in the interval of interest of length $\ell$ is executed as early as possible, whereas the other jobs finishes its execution $S_i^{LO}$ time units ahead of its absolute deadline without any interference or delay. Then, $\left[\frac{D_i - C_i^{LO} - S_i^{LO}}{T_i}\right]$ is used to calculate the number of jobs whose executions are fully performed within the interval (the first job within the interval may not be counted in this number). For example, $\left[\frac{D_i - C_i^{LO} - S_i^{LO}}{T_i}\right] = 2$ in Fig. 2(a) refers to the second and third jobs. Next, the amount of execution of the first job (if the job is not counted in $\left[\frac{D_i - C_i^{LO} - S_i^{LO}}{T_i}\right]$) within the interval is calculated using the second term of Eq. (2). Therefore, in any scheduling algorithm, jobs of a task cannot execute more than $W(\ell, T_i, C_i^{LO}, D_i, S_i^{LO})$ within an interval of length $\ell$.

Second, if we consider the prioritization policy of EDF, a job with a later absolute deadline cannot interfere with another job with an earlier absolute deadline. Therefore, under EDF, $I_{k}(\ell)$ is upper-bounded by $E_{k}^{LO}(S_{i}^{LO}) = E(D_k, T_i, C_i^{LO}, S_i^{LO})$ (Theorem 5 in [10]), where

$$E(\ell, T_i, C_i^{LO}, S_i^{LO}) = \left[\frac{\ell}{T_i}\right] \cdot C_i^{LO} + \max\left(0, \min\left(C_i^{LO}, \ell - \left[\frac{\ell}{T_i}\right] \cdot T_i - S_i^{LO}\right)\right).$$

$E(\ell, T_i, C_i^{LO}, S_i^{LO})$ shown in Fig. 2(b) computes the maximum amount of execution of jobs of a task whose period, worst-case execution time, and slack are $T_i$, $C_i^{LO}$, and $S_i^{LO}$, respectively, within an interval of length $\ell$ such that each job’s absolute deadline is no later than the end of the interval. Then, $\left[\frac{\ell}{T_i}\right]$ is used to count the number of jobs whose executions are fully performed within the interval (the first job in the interval may not be counted in this number). For example, $\left[\frac{\ell}{T_i}\right] = 2$ in Fig. 2(b) refers to the second and third jobs. Next, the amount of execution of the first job (if the job is not counted in $\left[\frac{\ell}{T_i}\right]$) can be calculated using the second term of Eq. (3).

Combining the two upper-bounds and applying that any interference in an interval of length $\ell$ cannot be larger than the length $\ell$ (i.e., $I_{k}^{LO}(\ell) \leq \ell$), $R_{k}^{LO}(\ell)$ under EDF under LO-criticality behavior is upper-bounded by

$$I_{k}^{LO}(\ell) \leq \min\left(\ell, W_{k}^{LO}(\ell, S_{i}^{LO}), E_{k}^{LO}(S_{i}^{LO})\right).$$

Applying the upper-bound of $I_{k}^{LO}(\ell)$ to the existing RTA for SC multiprocessor systems [10], we can judge the schedulability of a task set as follows.

**Lemma 3.1.** Let $R_{k}^{LO}$ denote the smallest $\ell$ ($\leq D_k$) that satisfies the following inequality: if this $\ell$ does not exist, $R_{k}^{LO}$ is set to $\infty$.

$$\ell \geq C_k^{LO} + \frac{1}{m} \cdot \sum_{\tau \in \tau_k} \min\left(\text{the RHS of Eq. (4)}, \ell - C_k^{LO} + 1\right).$$

(5)

Then, $\tau$ is schedulable by EDF in MC multiprocessor systems under LO-criticality behavior, if every task $\tau_k$ in $\tau$ satisfies $R_{k}^{LO} \leq D_k$.

**Proof.** Here we summarize the proof in [10], which is by contradiction. Suppose that $R_{k}^{LO}$ computed by the lemma is no greater than $D_k$ but the actual response time of $\tau_k$ is greater than $R_{k}^{LO}$. We can derive the following equation from the fact that the iteration ends in Eq. (5).

$$R_{k}^{LO} = C_k^{LO} + \frac{1}{m} \cdot \sum_{\tau \in \tau_k} \min\left(W_{k}^{LO}(R_{k}^{LO}, S_{i}^{LO}), E_{k}^{LO}(S_{i}^{LO}), R_{k}^{LO} - C_k^{LO} + 1\right).$$

(6)

From Eqs. (4) and (6), we can derive the following inequality.

$$R_{k}^{LO} \geq C_k^{LO} + \frac{1}{m} \cdot \sum_{\tau \in \tau_k} \min\left(I_{k}(R_{k}^{LO}), R_{k}^{LO} - C_k^{LO} + 1\right).$$

(7)
It is a trivial fact that, for \( \tau_k \) to be schedulable, the amount of time in which \( \tau_k \) cannot be executed as a result of the execution of other jobs within an interval of length \( R_k^{LO} \) should be less than \( (R_k^{LO} - C_k^{LO} + 1) \). Note that the interference by jobs of \( \tau_k \) with that of \( \tau_k \) of interest is limited to at most \( (R_k^{LO} - C_k^{LO} + 1) \) [10]. Then, if the actual response time cannot be bounded by \( R_k^{LO} \), the following inequality must hold:

\[
\sum_{\tau_j \in \mathcal{T}[\tau_k]} \min \left( R_{k_j}^{LO}(R_k^{LO}), R_k^{LO} - C_k^{LO} + 1 \right) \geq m \cdot (R_k^{LO} - C_k^{LO} + 1).
\]

From Eqs. (7) and (8), we get

\[
R_k^{LO} \geq C_k^{LO} + \left\lfloor \frac{1}{m} \cdot m \cdot (R_k^{LO} - C_k^{LO} + 1) \right\rfloor = R_k^{LO} + 1,
\]

which contradicts the supposition. \( \square \)

In Sect. 4.2, we will explain how to find \( \ell \) such that it satisfies Eq. (5). In addition, we will explain how to update \( \{S_i^{LO}\}_{i \in \mathcal{E}} \).

3.2 RTA for EDF under HI-Criticality Behavior

The previous subsection describes the development of RTA for EDF under LO-criticality behavior in MC multiprocessor systems, which is accomplished by simply applying existing RTA for EDF in SC multiprocessor systems. Unlike RTA for EDF under LO-criticality behavior, developing that under HI-criticality behavior in MC multiprocessor systems requires a careful investigation how each job that experiences a system transition is interfered with by other jobs. Whereas a job of interest can be interfered with by jobs under LO-criticality behavior before the system transition, it can also be interfered with by those under HI-criticality behavior after the system transition. Addressing this concern, we next calculate the response times of tasks under EDF under HI-criticality behavior.

Extending \( I_{k_{i-1}}^{HI}(\ell) \), we let \( I_{k_{i-1}}^{HI}(\ell, \ell^{TR}) \) denote the length of the cumulative intervals such that jobs of \( \tau_k \) execute but the job of \( \tau_k \) of interest cannot execute within an interval of length \( \ell \) starting at the job’s release time when a transition occurs \( \ell^{TR} \) after the job’s release time for \( 0 < \ell^{TR} < \ell \) as shown in Fig. 1(b). In addition, we express \( I_{k_{i-1}}^{HI}(\ell, \ell^{TR} = 0) \) as the length at which the system transition occurs before or at the job’s release time as shown in Fig. 1(c). We do not consider the case of \( \ell^{TR} \geq \ell \), because it is a type of LO-criticality behavior as shown in Fig. 1(a).

Similar to Eq. (1), a job of \( \tau_k \) finishes its execution within \( \ell \) time units after its release when the system transition occurs after \( \ell^{TR} \) time units from the job’s release time (or before), if the following inequality holds:

\[
\ell \geq C_k^{HI} + \frac{1}{m} \cdot \sum_{\tau_j \in \mathcal{T}[\tau_k]} \min \left( I_{k_{j-1}}^{HI}(\ell, \ell^{TR}), \ell - C_k^{HI} + 1 \right).
\]

Next, we calculate the upper-bounds of \( I_{k_{i-1}}^{HI}(\ell, \ell^{TR}) \) for \( 0 \leq \ell^{TR} < \ell \). If a task \( \tau_k \) satisfies \( L_k = LO \), \( I_{k_{i-1}}^{HI}(\ell, \ell^{TR}) \) is the same as \( I_{k_{i-1}}^{LO}(\ell^{TR}) \) because jobs of a task \( \tau_k \) with \( L_k = LO \) cannot execute after the system transition. This calculation is recorded as follows from Eq. (4).

\[
I_{k_{i-1}}^{HI}(\ell, \ell^{TR}) \leq \min \left( I_{k_{i-1}}^{HI}(\ell, \ell^{TR}), \ell - C_k^{LO} + 1 \right).
\]

However, calculating \( I_{k_{i-1}}^{HI}(\ell, \ell^{TR}) \) for a task \( \tau_k \) with \( L_k = HI \) requires that we carefully consider the system transition. Here, we consider two cases: \( I_{k_{i-1}}^{HI}(\ell, \ell^{TR}) \) for \( \ell^{TR} = 0 \) and \( 0 \leq \ell^{TR} < \ell \).

First, if the system transition occurs no later than the beginning of the interval of length \( \ell \) (i.e., Fig. 1(c)), all jobs of \( \tau_k \) within the interval can execute up to \( C_k^{HI} \). Therefore, we can simply apply \( E(\cdot) \) and \( W(\cdot) \) functions for the parameter with \( C_k^{HI} \). In other words, \( I_{k_{i-1}}^{HI}(\ell, 0) \) is upper-bounded by \( W_i^{HI}(\ell, S_i^{HI}) = E(D_i, T_i, C_k^{HI}, S_i^{HI}) \) under any work-conserving preemptive scheduling. In addition, \( I_{k_{i-1}}^{HI}(\ell, \ell^{TR}) \) is upper-bounded by \( E_i^{HI}(\ell, S_i^{HI}) + E(\ell^{TR}, T_i, C_k^{HI}, S_i^{HI}) \) under EDF. In summary, \( I_{k_{i-1}}^{HI}(\ell, \ell^{TR} = 0) \) is upper-bounded as follows:

\[
I_{k_{i-1}}^{HI}(\ell, \ell^{TR} = 0) \leq \min \left( W_i^{HI}(\ell, S_i^{HI}), E_i^{HI}(\ell, S_i^{HI}) \right).
\]

Second, if the system transition occurs in the middle of the interval of interest of length \( \ell \) (i.e., Fig. 1(b)), we should consider that each job of \( \tau_k \) is executed up to \( C_k^{LO} \) before the system transition, but up to \( C_k^{HI} \) after the system transition. Hereafter, we upper-bound \( I_{k_{i-1}}^{HI}(\ell, \ell^{TR}) \) for \( 0 < \ell^{TR} < \ell \).

We first develop an upper-bound of \( I_{k_{i-1}}^{HI}(\ell, \ell^{TR}) \) for \( 0 < \ell^{TR} < \ell \) under any work-conserving scheduling algorithm. Let us consider an imaginary situation as shown in Fig. 3(a). Similar to what is shown in Fig. 2(a), the interval of interest of length \( \ell \) ends with the finishing time of the last job. The last job of \( \tau_k \) is executed as early as possible, whereas the other jobs of \( \tau_k \) finishes its execution \( S_i^{LO} \) (of the left-most job executing for \( C_k^{LO} \)) or \( S_i^{HI} \) (of the middle job executing for \( C_k^{HI} \)) ahead of its absolute deadline. Regarding execution time, a job of \( \tau_k \) will execute up to \( C_k^{HI} \) if the system transition occurs before its absolute deadline (see the second and third jobs in Fig. 3(a)), and \( C_k^{LO} \) otherwise (see the first job in Fig. 3(a)). Note that this situation is imaginary. In reality, it is impossible for the second job in Fig. 3(a) to execute up to \( C_k^{HI} \), because its execution completes before the system transition. Then, the number of jobs with \( C_k^{hi} = N_i^{HI}(\ell - \ell^{TR}) \), where \( N_i^{HI}(\ell) \) is \( \left\lfloor \frac{\ell - C_k^{HI} - L_i^{LO} - \ell^{TR}}{\ell} \right\rfloor \), and the total execution of jobs with \( C_k^{LO} \) is calculated by \( \max \left( 0, E(\ell - N_i^{HI}(\ell - \ell^{TR}) \cdot T_i, T_i, C_k^{HI}, S_i^{LO}) \right) \). We denote the amount of execution of this situation by \( W_i^{HI}(\ell, \ell^{TR}, S_i^{LO}) \), which is calculated as follows:

\[
W_i^{HI}(\ell, \ell^{TR}, S_i^{LO}) = N_i^{HI}(\ell - \ell^{TR}) \cdot C_k^{HI} + \max \left( 0, E(\ell - N_i^{HI}(\ell - \ell^{TR}) \cdot T_i, T_i, C_k^{HI}, S_i^{LO}) \right).
\]
Then, $W_i^H(\ell, \ell^T, S_i^L)$ is an upper-bound of $I_{k-1}^H(\ell, \ell^T)$ for $0 < \ell^T < \ell$.  

**Lemma 3.2.** $W_i^H(\ell, \ell^T, S_i^L)$ in Eq. (13) is an upper-bound of $I_{k-1}^H(\ell, \ell^T)$ for $0 < \ell^T < \ell$.  

**Proof.** Suppose that the amount of execution of jobs of $\tau_i$ in an interval of length $\ell$ when the system transition occurs after $\ell^T$ time units from the beginning of the interval of length $\ell$ exceeds $W_i^H(\ell, \ell^T, S_i^L)$. We will show a contradiction.

Because we apply the ceiling function for $N_i^W(\ell - \ell^T)$, it is straightforward that the amount of execution of jobs of $\tau_i$ after the system transition is at most $N_i^W(\ell - \ell^T) \cdot C_i^H$.

Therefore, $W_i^H(\ell, \ell^T, S_i^L)$ upper-bounds $I_{k-1}^H(\ell, \ell^T)$ for $0 < \ell^T < \ell$ for the same reason that $W_i^L(\ell, \ell^T, S_i^L)$ upper-bounds $I_{k-1}^L(\ell)$. In other words, if we shift the release and execution pattern of $W_i^H(\ell, \ell^T, S_i^L)$ in Eq. (13) slightly to the left, we cannot get any more interference from the end of the interval. However, if we shift slightly to the right, we lose some interference from the last job and may get some interference from the beginning of the interval. The last job loses up to $C_i^H$ of interference, but the first job gets up to $C_i^L$ of interference. This means that the change of interference cannot be positive, which contradicts the supposition. Therefore, the lemma holds. \(\Box\)

Using the prioritization policy of EDF, we can upper-bound $I_{k-1}^H(\ell, \ell^T)$ for $0 < \ell^T < \ell$. To this end, let us consider an imaginary situation as shown in Fig. 3(b). Similar to Fig. 2(b), the end of the interval of interest $D_k$, corresponds to the end of the absolute deadline of the last job of $\tau_i$; all jobs of $\tau_i$ are executed as late as possible. In addition, similar to what is shown in Fig. 3(a), a job of $\tau_i$ will execute up to $C_i^H$ if the system transition occurs before its absolute deadline (see the second and third jobs in Fig. 3(b)), and $C_i^L$ otherwise (see the first job in the figure). As a reminder, this situation is imaginary. In reality, the second job shown in Fig. 3(b) cannot execute up to $C_i^H$ because the system transition occurs after execution is finished. The number of jobs of $\tau_i$ with $C_i^L$ is calculated by $N_i^E(D_k - \ell^T)$, where $N_i^E(\ell)$ is defined as $\left\lceil \ell / \tau_i \right\rceil$ and the amount of execution of jobs of $\tau_i$ with $C_i^L$ is calculated by $\max(0, E(D_k - N_i^E(D_k - \ell^T) \cdot \tau_i, T_i, C_i^L, S_i^L))$. We denote the amount of execution of this situation by $E_{k-1}^H(\ell^T, S_i^L)$, which is calculated as follows:

$$E_{k-1}^H(\ell^T, S_i^L) = N_i^E(D_k - \ell^T) \cdot C_i^H + \max(0, E(D_k - N_i^E(D_k - \ell^T) \cdot \tau_i, T_i, C_i^L, S_i^L)).$$

(14)

Then, $E_{k-1}^H(\ell^T, S_i^L)$ is an upper-bound of $I_{k-1}^H(\ell, \ell^T)$ for $0 < \ell^T < \ell$.  

**Lemma 3.3.** $E_{k-1}^H(\ell^T, S_i^L)$ in Eq. (14) is an upper-bound of $I_{k-1}^H(\ell^T, S_i^L)$ for $0 < \ell^T < \ell$.  

**Proof.** The proof is similar to that of Lemma 3.2. Consider an interval of length $D_k$. Here, we focus only on jobs of $\tau_i$ whose absolute deadline is no later than the end of the interval. Suppose that the amount of execution of jobs of $\tau_i$ in the interval when the system transition occurs after $\ell^T$ time units from the beginning of the interval of length $D_k$, exceeds $E_{k-1}^H(\ell^T, S_i^L)$. We will show a contradiction.

In $N_i^E(D_k - \ell^T)$, we apply the ceiling function. Therefore, the amount of execution of jobs of $\tau_i$ after the system transition is at most $N_i^E(D_k - \ell^T) \cdot C_i^L$. If we shift the release and execution pattern of $E_{k-1}^H(\ell^T, S_i^L)$ slightly to the left, no additional interference occurs, whereas the first job may lose some interference. On the other hand, if we shift slightly to the right, the last job's absolute deadline is later than the end of the interval of interest. Therefore, although we get some additional interference from the first job, we lose the entire interference of the last job. Therefore, any shift cannot increase interference, which contradicts the supposition. Therefore, the lemma holds. \(\Box\)

In addition, if the system transition occurs in the middle of the interval of interest of length $\ell$, the amount of execution of jobs of $\tau_i$ with $L_i = H$ should be no greater than that when the system transition occurs before the interval in the worst case (i.e., the RHS of Eq. (12)). Therefore, the RHS of Eq. (12) is also an upper-bound of $E_{k-1}^H(\ell, \ell^T)$ for $0 < \ell^T < \ell$. In summary, $I_{k-1}^H(\ell, \ell^T)$ for $0 \leq \ell^T < \ell$ can be calculated as follows:

$$I_{k-1}^H(\ell, \ell^T) \leq \min\{W_i^H(\ell, \ell^T, S_i^L), W_i^H(\ell, S_i^L), E_{k-1}^H(\ell^T, S_i^L), E_{k-1}^H(S_i^L)\}.$$

(15)

For a given $\ell^T$, we can judge the schedulability of a task set as follows.
Lemma 3.4. Let \( R_{HI}^k(\ell^{TR}) \) denote the smallest \( \ell \) (\( \leq D_k \)) that satisfies the following inequality for a given \( 0 \leq \ell^{TR} \leq \min(\ell, R_{LO}^i) \); if this \( \ell \) does not exist, \( R_{HI}^k(\ell^{TR}) \) is set to \( \infty \).

\[
\ell \geq C_i^{HI} + \left[ \frac{1}{m} \cdot \sum_{\tau_i \in \text{RTA}(\ell)} \min(\text{the RHS of Eq. (11) or (15)}, \ell - C_i^{HI} + 1) \right] \tag{16}
\]

Note that in Eq. (16), Eq. (11) is used for \( \ell = LO \), and Eq. (15) is used for \( \ell = HI \).

Proof. Because Eq. (15) holds, the lemma holds based on the same reasoning as Lemma 3.1. The difference is that multiple choices exist for \( \ell^{TR} \). The range of \( \ell^{TR} \) is upper-bounded by \( R_{LO}^i \); otherwise, the job of interest is already finished in LO-criticality behavior. \( \square \)

Combining Lemmas 3.1 and 3.4, we can judge the schedulability of a task set in MC multiprocessor systems, recorded as follows.

**Theorem 3.5.** \( \tau \) is schedulable by EDF in MC multiprocessor systems, if \( \tau \) is deemed schedulable by both Lemmas 3.1 and 3.4.

Proof. The theorem immediately holds by Lemmas 3.1 and 3.4. \( \square \)

4. EDZL Scheduling Algorithm and Its RTA in MC Multiprocessor Systems

In this section, we describe our design for EDZL scheduling algorithm in MC multiprocessor systems, and the subsequent development of its RTA.

4.1 EDZL Scheduling Algorithm in MC Multiprocessor Systems

In SC systems, a job’s laxity at any time instant is defined as the remaining time to its absolute deadline minus the amount of remaining execution time at that instant [6]. A zero-laxity job will miss its absolute deadline unless it starts its execution immediately. Therefore, zero-laxity-based algorithms that give the highest priority to zero-laxity jobs improve schedulability of their corresponding base algorithms (e.g., EDZL outperforms EDF).

Regarding MC multiprocessor systems, we must redefine a job’s laxity under MC multiprocessor systems, because multiple types of the worst-case execution times depend on verification authorities (i.e., \( C_i^{LO} \) and \( C_i^{HI} \)) in this study. In other words, if we simply borrow the notion of a job’s laxity from SC systems, the amount of remaining execution time of a job of \( \tau_i \) at \( t \) under MC multiprocessor systems is calculated by, \( C_i^{LO} \) minus the amount of execution of the job performed until \( t \) under LO-criticality, and \( C_i^{HI} \) minus the amount of execution of the job performed until \( t \) under HI-criticality behavior. If we apply the notion, we cannot take full advantage of zero-laxity-based algorithms, as shown in the following example.

**Example 1.** Consider a task set consisting of \( \tau_1(T_1 = 5, C_1^{LO} = 3, C_1^{HI} = 3, D_1 = 5, L_1 = LO) \), \( \tau_2(2, 4, 6, HI) \) and \( \tau_3(2, 2, 2, LO) \) scheduled on two processors. As shown in Fig. 4(a), we assume that three tasks periodically invoke their jobs from \( t = 0 \), and the execution time for a job of \( \tau_2 \) exceeds \( C_2^{LO} = 2 \) at \( t = 5 \), meaning that the system transition occurs at \( t = 5 \). Note that we do not care tasks whose criticality is low (i.e., \( \tau_1 \) and \( \tau_3 \) with \( L_1 = L_3 = LO \)) after the system transition as we stated in Sect. 2; \( \tau_1 \) in Fig. 4(b) after a system transition (i.e., after time instant 4) does not affect schedulability of the system even if execution of \( \tau_1 \) is not completed until \( \tau_1 \)’s absolute deadline. This model is a typical MC system model as we explained in Sect. 2.

Suppose that we give the highest priority to zero-laxity jobs, in which the remaining execution time for calculating a job’s laxity at \( t \) is calculated by the execution time under the system criticality behavior at \( t \) (LO or HI) minus the amount of execution of the job performed until \( t \). In addition, for jobs with positive laxity, we give a higher priority to a job with an earlier absolute deadline. Then, all jobs of \( \tau_3 \) always have zero-laxity (i.e., at any time instant) and the highest priority. The first job of \( \tau_1 \) has a higher priority than that of \( \tau_2 \) because its absolute deadline is earlier. Therefore, the schedule until \( t = 5 \) is shown in Fig. 4(a). After the system transition occurs at \( t = 5 \) due to the job of \( \tau_2 \), the job misses its absolute deadline at \( t = 6 \). This is because once the system transition occurs at \( t = 5 \), the job of \( \tau_2 \)’s laxity is already negative, meaning that no schedule can meet its deadline.

As shown in the example, we should not define a laxity of a job using its remaining execution time that is based on system criticality behavior. Instead, although the system ex-
hibits LO-criticality behavior, the remaining execution time should be calculated based on HI-criticality behavior in order to reserve additional execution incurred after the system transition. To formalize EDZL scheduling algorithm in MC multiprocessor systems, let $C_{i}^{LO}(t)$ denote the remaining execution time of a job of $\tau_i$ of interest at time instant $t$ before the system transition. This is calculated by $C_{i}^{LO}$ minus the amount of execution of the job of interest performed until $t$. Similarly, let $C_{i}^{HI}(t)$ denote the remaining execution time of a job of $\tau_i$ of interest at time instant $t$ after the system transition. This is calculated by $C_{i}^{HI}$ minus the amount of execution of the job of interest performed until $t$. In addition, let $D_j(t)$ denote the remaining time to the absolute deadline of a job of $\tau_i$ at $t$. We then define a laxity of a job of $\tau_i$ at $t$ as follows:

**Definition 1.** The laxity of a job of $\tau_i$ at $t$ is defined as follows:

- $D_j(t) - C_{i}^{LO}(t) - (C_{i}^{HI} - C_{i}^{LO})$, if $t$ is before the system transition, and
- $D_j(t) - C_{i}^{HI}(t)$, if $t$ is after the system transition.

EDZL scheduling algorithm for MC multiprocessor systems then functions as follows. If a job’s laxity defined in Def. 1 is zero, the job’s priority becomes the highest. Otherwise, each job’s priority is determined by its absolute deadline; the earlier the absolute deadline, the higher the priority.

Once we apply EDZL for MC multiprocessor systems as previously explained, we can avoid a deadline miss for the situation shown in Fig. 4(a). In other words, as shown in Fig. 4(b), the first job of $\tau_2$ has a zero laxity at $t = 2$, i.e., $D_2(2) - C_{2}^{LO}(2) - (C_{2}^{HI} - C_{2}^{LO}) = 4 - 2 - (4 - 2) = 0$. Therefore, the job has the highest priority after $t = 2$, which yields no deadline miss.

### 4.2 RTA for EDZL under LO-Criticality Behavior

We next develop RTA for EDZL under LO-criticality behavior. To this end, we calculate the interference upper-bound of jobs of $\tau_i$ to the job of interest of $\tau_k$ (i.e., $R_{k\rightarrow i}(\ell)$) under EDZL.

If a job of $\tau_i$ exhibits a positive laxity, the job cannot have a higher priority unless its absolute deadline is earlier than that of other jobs. Therefore, the interference upper-bound under EDZL is the same as that under EDF, recorded as follows:

$$E_{k\rightarrow i}(S_{i}^{LO}) = E_{k\rightarrow i}(S_{i}^{LO}) = E(D_k, T_i, C_{i}^{LO}, S_{i}^{LO}).$$

(17)

However, if a job of $\tau_i$ exhibits a zero laxity, the job can have a higher priority even if its absolute deadline is later than that of other jobs. In addition, each job $\tau_i$ can have a zero-laxity even though $(C_{i}^{HI} - C_{i}^{LO})$ amount of slack exists before its absolute deadline. Therefore, the interference is maximized when the difference between the last job’s absolute deadline and the end of the interval of interest of length $D_k$ is $C_{i}^{HI} - C_{i}^{LO}$, as shown in Fig. 5(a). The interference upper-bound can be then calculated as follows:

$$E_{k\rightarrow i}(S_{i}^{LO}) = E(D_k + (C_{i}^{HI} - C_{i}^{LO}), T_i, C_{i}^{LO}, S_{i}^{LO})$$

(18)

**Fig. 5** Functions required to upper-bound the interference under EDZL.

$$P_{k\rightarrow i}(S_{i}^{LO}) = E(D_k + (C_{i}^{HI} - C_{i}^{LO}), T_i, C_{i}^{LO}, S_{i}^{LO}).$$

(18)

Considering that $W_{i}^{LO}(\ell, S_{i}^{LO})$ given in Sect. 3.1 can be an interference upper-bound in any work-conserving scheduling algorithm, $I_{k\rightarrow i}(\ell)$ under EDZL and LO-criticality behavior is upper-bounded as follows.

$$R_{k\rightarrow i}(\ell) = \min \left( W_{i}^{LO}(\ell, S_{i}^{LO}), E_{k\rightarrow i}(S_{i}^{LO}) \right).$$

(19)

**Lemma 4.1.** Let $R_{k}^{LO}$ denote the smallest $\ell (\leq D_k)$ that satisfies the following inequality: if this $\ell$ does not exist, $R_{k}^{LO}$ is set to infinity.

$$\ell \geq C_k^{LO} + \frac{1}{m} \sum_{\tau_k \in T_k} \min \left( \text{the RHS of Eq. (19)}, \ell - C_k^{LO} + 1 \right),$$

(20)

$\tau$ is schedulable by EDZL in MC multiprocessor systems under LO-criticality behavior, if one of the following conditions holds:

- C1. All tasks $\tau_k \in T_k$ satisfy $R_{k}^{LO} \leq D_k$, or
- C2. $|\tau| - m$ tasks $\tau_k \in \tau$ satisfy $R_{k}^{LO} < D_k$.

**Proof.** Because Eq. (19) holds, the lemma holds based on the same reasoning as Lemma 3.1. The difference is C2, which is derived from the prioritization policy of EDZL. In other words, if there are at most $m$ tasks with zero laxity, then all zero-laxity tasks are always scheduled, yielding no deadline miss. Therefore, if C2 holds, $\tau$ is schedulable by EDZL.

One may argue that it does not make sense that C2 guarantees the schedulability of a task set when there exists a task $\tau_k$ with $R_{k}^{LO} = \infty$. However, C2 is a basic principle of zero-laxity-based scheduling algorithm, and $R_{k}^{LO} = \infty$ means that our schedulability test framework cannot guarantee $\tau_k$’s schedulability before the transition while the task
in reality can be schedulable. If C2 holds, there are at most \( m \) tasks which may reach a zero-laxity state. Then, whenever the at most \( m \) tasks reach a zero-laxity state, they are scheduled according to the EDZL policy (giving the highest priority to the zero-laxity task). Therefore, the at most \( m \) tasks never miss their deadlines, although each of them is not deemed schedulable by RTA (i.e., \( R_k^{HI} = \infty \)). Actually, this is why EDZL schedulability analysis is much better than EDF schedulability analysis.

Two details about Lemma 4.1 may be perplexing: how to have \( \ell \) satisfy Eq. (20), and how to update \( S^L_k \), which affects the RHS of Eq. (19). We can apply the technique in [10] for both details, which we can explain as follows. Initially, we assign \( S^L_k \) to 0 for every \( \tau_k \in \tau \). Then, for each \( \tau_k \), we set \( \ell \) to \( C_k \), and calculate the RHS of Eq. (20). If the value is greater than \( \tau \), we reassign the value to \( \ell \), and repeat to calculate RHS. In addition, if we find \( \ell \) such that it satisfies Eq. (20), then \( R_k^{LO} \) is set to \( \ell \). If \( \ell \) is greater than \( D_k \), we stop the iteration, meaning that \( \tau_k \) is not schedulable under LO-criticality behavior.

Then, once we finish calculating \( R_k^{LO} \) for every \( \tau_k \in \tau \), we update \( S^L_k = D_k - R_k^{LO} \) if \( R_k^{LO} < D_k \). We then repeat the entire process of calculating \( R_k^{LO} \) for every \( \tau_k \in \tau \) with updated \( \{S^L_k\} \) until no update remains for \( \{S^L_k\} \).

4.3 RTA for EDZL under HI-Criticality Behavior

We next develop RTA for EDZL under HI-criticality behavior. To this end, we calculate the interference upper-bound of jobs of \( \tau_i \) to the job of interest of \( \tau_k \) (i.e., \( R_k^{HI}(\ell,\ell^{TR}) \)) under EDZL.

Similar to RTA for EDZL under LO-criticality behavior, we use the interference upper-bound under EDF, if a job of \( \tau_k \) has a positive laxity. Therefore, we must check what occurs if a job of \( \tau_k \) has a zero laxity. We first examine a case in which the system transition occurs before the beginning of the interval of interest of length \( D_k \). Different from LO-criticality behavior, each job of \( \tau_k \) can have a zero laxity only if its execution is performed until the absolute deadline (e.g., the third job in Fig. 5(b)). Although a zero-laxity job with a later absolute deadline can have a higher priority than a positive laxity job with an earlier absolute deadline, some execution from the zero-laxity job cannot interfere with the positive laxity job as shown in the third job in Fig. 5(b) [7]. Therefore, we can use the same interference upper-bound under EDF (i.e., \( R_k^{HI}(\ell,\ell^{TR}) \)) for EDZL when the system transition occurs before the beginning of the interval of interest of length \( D_k \). Similarly, when the system transition occurs in the middle of the interval of interest of length \( D_k \), we use the same interference upper-bound under EDF (i.e., \( E_k^{HI}(\ell^{TR},S^L_k) \)) for EDZL.

Considering that the two interference upper-bounds under EDF when the system transition occurs before the beginning of the interval of interest (i.e., \( W_k^{HI}(\ell,\ell^{TR},S^L_k) \)) and in the middle of the interval of interest (i.e., \( W_k^{HI}(\ell,\ell^{TR},S^L_k) \)) hold for any work-conserving scheduling algorithm, we can use Eqs. (11) and (15) for the interference upper-bounds under EDZL. Using the upper-bounds, the following lemma records a schedulability test of EDZL for MC multiprocessor systems under HI-criticality behavior.

**Lemma 4.2.** Let \( R_k^{HI}(\ell^{TR}) \) denote the smallest \( \ell \) (\( \leq D_k \)) that satisfies the following inequality for a given \( 0 \leq \ell^{TR} \leq \min(\ell,R_k^{LO}) \); if this \( \ell \) does not exist, \( R_k^{HI}(\ell^{TR}) \) is set to \( \infty \).

\[
\ell \geq C_k^{HI} + \left\lfloor \frac{1}{m} \cdot \left( \min \left( \text{RHS of Eq. (11)} \right) \right) \right\rfloor. \tag{21}
\]

Note that in Eq. (21), Eq. (11) is used for \( L_i = LO \), and Eq. (15) is used for \( L_i = HI \).

Let \( R_k^{HI} \) denote \( \max_{0 \leq \ell \leq D_k} R_k^{HI}(\ell^{TR}) \). \( \tau \) is schedulable by EDZL in MC multiprocessor systems under HI-criticality behavior, if one of the following conditions holds:

1. All tasks \( \tau_k \in \tau \) satisfy \( R_k^{HI} \leq D_k \), or
2. \( |r| - m \) tasks \( \tau_k \in \tau \) satisfy \( R_k^{HI} < D_k \).

**Proof.** The lemma holds based on the same reasoning as Lemma 4.1. Note that the range of \( \ell^{TR} \) is the same as that of Lemma 3.4.

Using Lemmas 4.1 and 4.2, we finally develop a schedulability test of EDZL in MC multiprocessor systems, recorded in the following theorem.

**Theorem 4.3.** \( \tau \) is schedulable by EDZL in MC multiprocessor systems, if \( \tau \) is deemed schedulable by both Lemmas 4.1 and 4.2.

**Proof.** The theorem immediately holds by Lemmas 4.1 and 4.2.

\[ \square \]

5. Evaluation

This section presents the evaluation results obtained by the experiments conducted under various simulation environments to demonstrate effectiveness of the ZL policy in MC multiprocessor systems, and then discusses the characteristics of the considered schedulability analysis by investigating simulation results. As we emphasize in Sect. 1, this paper aims at demonstrating performance improvement achieved by the ZL policy when it is incorporated into base algorithms in MC multiprocessor systems. Therefore, we focus on performance of our target base algorithm (i.e., EDF) and that with the ZL policy incorporated (i.e., EDZL). The performance gap between other (candidate) base algorithms (e.g., EDF-VD, FP, etc.) and those with the ZL policy incorporated (e.g., may be named as EDZL-VD, FPZL, etc.) can be discussed after one develops their schedulability analysis, which deserves another full paper.

For our simulations, we randomly generated task sets
based on the task set generation method used in [12], [13]. We considered two parameters \(m\) and \(p\) of each task set \(\tau\), which are described as follows: \(m\) denotes the number of processors on which each task set is scheduled; we considered four choices of \(m = 2, 4, 8\) or 16, \(p\) represents the probability that a task contained in a task set is a HI-criticality task, and was chosen from a set \([0.1, 0.3, 0.5, 0.7, 0.9]\) (e.g., \(p = 0.3\) for a task set \(\tau\) means that a task \(\tau_i\) in a task set \(\tau\) can be a high-criticality task with 30% probability).

For each task \(\tau_i \in \tau, \ T_i\) was uniformly chosen from an interval \([1, 1000]\), and \(L_i\) was selected from a set \([\text{LO}, \text{HI}]\) with probability \(p\). We uniformly selected two values from \([1, T_i]\). If \(L_i = \text{HI}\), \(C_{i}^{\text{HI}}\) and \(C_{i}^{\text{LO}}\) were set to the higher and lower values, respectively; otherwise (i.e., \(L_i = \text{LO}\)), \(C_{i}^{\text{HI}} = C_{i}^{\text{LO}}\) was set to the lower value.

With each value of \(m\) and \(p\), we determined if the utilization was smaller than or equal to \(m \times \text{load}\) for each task set \(\tau\), and then we used the task set for our simulation if it satisfied this condition. More specifically, we repeated the following procedure until we get 10,000 task sets for each combination of \(m\) and \(p\).

1. First, we generated a task set \(\tau\) containing \(m + 1\) tasks.
2. We then checked whether the utilization of the generated task set \(\tau\) is smaller than or equal to \(m\). If \(\tau\) satisfied this condition, we used this task set in our evaluation. Then, we inserted a new task into \(\tau\) and returned to Step 2. If \(\tau\) did not satisfy the condition, we abandoned this task set and returned to Step 1.

Note that this section focuses on implicit-deadline task sets in which \(D_i = T_i\). The simulation results of constrained-deadline task sets showed similar trends to those of implicit-deadline task sets.

We evaluated the performance of the following schedulability analysis.

- **EDF**: for the proposed schedulability test in Theorem 3.5, and

\[ U = \max(\sum_{i \in \tau} C_{i}^{\text{LO}}/T_i, \sum_{i \in \tau \land D_i \leq T_i} C_{i}^{\text{HI}}/T_i) \]

\[ \text{EDZL}: \text{for the proposed schedulability test in Theorem 4.3.} \]

In Table 1, we represent the ratio of schedulable task sets for each schedulability test (i.e., the number of task sets deemed schedulable by each schedulability test over the total number of task sets generated in a given condition), according to \(m\) and \(p\). In addition, we depict the ratio according to varying task set utilization in Fig. 6. In the table and the figure, we yield the following five main observations that show the effectiveness of EDZL when compared to EDF.

<table>
<thead>
<tr>
<th>(m = 2)</th>
<th>(m = 4)</th>
<th>(m = 8)</th>
<th>(m = 16)</th>
</tr>
</thead>
<tbody>
<tr>
<td>(p)</td>
<td>EDF</td>
<td>EDZL</td>
<td>EDF to EDZL</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>0.1</td>
<td>45.7%</td>
<td>46.3%</td>
<td>101.2%</td>
</tr>
<tr>
<td>0.3</td>
<td>36.9%</td>
<td>41.7%</td>
<td>112.9%</td>
</tr>
<tr>
<td>0.5</td>
<td>28.3%</td>
<td>38.7%</td>
<td>136.7%</td>
</tr>
<tr>
<td>0.7</td>
<td>22.7%</td>
<td>39.1%</td>
<td>172.7%</td>
</tr>
<tr>
<td>0.9</td>
<td>14.4%</td>
<td>35.1%</td>
<td>243.4%</td>
</tr>
<tr>
<td>(p)</td>
<td>EDF</td>
<td>EDZL</td>
<td>EDF to EDZL</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>0.1</td>
<td>21.0%</td>
<td>23.2%</td>
<td>110.3%</td>
</tr>
<tr>
<td>0.3</td>
<td>8.1%</td>
<td>16.6%</td>
<td>205.9%</td>
</tr>
<tr>
<td>0.5</td>
<td>2.3%</td>
<td>14.2%</td>
<td>627.4%</td>
</tr>
<tr>
<td>0.7</td>
<td>0.6%</td>
<td>16.0%</td>
<td>2703.4%</td>
</tr>
<tr>
<td>0.9</td>
<td>0.1%</td>
<td>14.7%</td>
<td>18387.5%</td>
</tr>
</tbody>
</table>

\[ \text{EDF}: \text{for the proposed schedulability test in Theorem 4.3.} \]

In Table 1, we represent the ratio of schedulable task sets for each schedulability test (i.e., the number of task sets deemed schedulable by each schedulability test over the total number of task sets generated in a given condition), according to \(m\) and \(p\). In addition, we depict the ratio according to varying task set utilization in Fig. 6. In the table and the figure, we yield the following five main observations that show the effectiveness of EDZL when compared to EDF.

**O1.** The number of tasks deemed schedulable by EDZL is much higher than EDF for all values of \(m\).

**O2.** The schedulable ratio between EDF and EDZL becomes greater as \(m\) increases for all given values of \(p\).

**O3.** The schedulable ratio between EDF and EDZL becomes greater as \(p\) increases for all given values of \(m\).

**O4.** As \(p\) increases, the number of schedulable tasks deemed schedulable by EDF drops sharply whereas that by EDZL moderately decreases.

**O5.** Schedulability of EDF and EDZL according to varying task set utilization depends on both \(m\) and \(p\).

Both **O1** and **O2** demonstrate the effectiveness of EDZL scheduling algorithm, as well as the high analytical capability of EDZL (i.e., schedulability analysis of EDZL scheduling algorithm) with respect to multiprocessor real-time systems under an MC domain. Based on the concept behind EDZL scheduling algorithm, at least \(m + 1\) zero-laxity tasks are allowed to execute without any deadline miss whereas even a single zero-laxity task is not allowed to do so in an EDF scheduling algorithm, which generates a crucial difference in schedulability. Moreover, the necessary deadline miss condition of EDZL (e.g., at least \(m + 1\) zero-laxity tasks are required to make a deadline miss as C2 in Lemma 4.2 indicates) well captures the advantage of EDZL scheduling algorithm. In addition, the superiority of EDZL is that it conserves this advantage as it safely captures the property of MC scheduling, e.g., the system transition (indicated by **O1**). Because the number of allowed zero-laxity tasks for guaranteeing no deadline miss in EDZL is proportional to the number of processors \(m\), EDZL outperforms...
EDF at an increasing rate as $m$ increases (indicated by $O2$).

$O3$ and $O4$ show that EDZL can handle task sets with high utilization whereas EDF cannot. According to the set generation method, many tasks may exist with $L_i = HI$ for a given higher value of $p$. Such tasks have relatively higher utilization than tasks with $L_i = LO$ because they contain the higher worst-case execution time. This directly leads to a higher possibility that they are zero-laxity tasks because they are less able to accommodate the interference from higher priority tasks. Although EDF cannot effectively handle task sets with higher $p$ because the vanilla EDF scheduling algorithm focuses solely on jobs with earliest deadlines, EDZL can handle such task sets because of a proper definition of the zero-laxity of EDZL scheduling algorithm; this virtue is well incorporated into its schedulability condition. Therefore, EDZL not only exhibits a better schedulability performance than EDF, but it also yields less schedulability degradation for higher $p$ (indicated by $O3$ and $O4$).

$O5$ is simply observed by Fig. 6†. For example, schedulability of $m = 2$ and $p = 0.9$ in Fig. 6(i) according to varying task set utilization is very different from that of $m = 8$ and $p = 0.1$ in Fig. 6(c). In addition, we have the following observations from Fig. 6. First, if we focus on figures with different $p$ and given $m$, the gap between schedulability of EDF and EDZL increases as $p$ increases. For example, when it comes to $m = 4$, schedulability of EDF is similar to that of EDZL in Fig. 6(b). On the other hand, in Fig. 6(f), there is a gap between schedulability of EDF and EDZL; finally, the difference becomes significant in Fig. 6(j). Second, if we compare figures with different $m$ and given $p$ (e.g., Figs. 6(e), (f), (g), and (h)), the schedulability of EDF and EDZL decreases as $m$ gets larger. Also, the difference between schedulability of EDF and EDZL increases as $m$ gets larger except between $m=8$ (e.g., Fig. 6(k)) and $m=16$ (e.g., Fig. 6(l)). The exception (i.e., between Fig. 6(k) and Fig. 6(l)) occurs due to large values of $m$ and $p$, which decrease overall schedulability of both EDF and EDZL. However, when it comes to schedulable ratio between EDZL and EDF (i.e., EDZL to EDF), it consistently increases as $m$ gets larger as shown in Table 1.

6. Related Work

Beginning with the notion of MC scheduling [9], a large number of studies on MC scheduling for uniprocessor platforms have been made. Baruah et al. demonstrated a dominance relation between adaptive and static mixed-criticality in RTA [14], and proposed a new scheduling algorithm called EDF-VD and its schedulability analysis [15], [16]. Li et al. proposed OCBP (Own Criticality Based Priority) scheduling algorithm and expanded the schedulability
analysis to general task sets [17], [18]. Employing OCBP scheduling algorithm, Guan et al. proposed a more efficient algorithm called PLRS (Priority List Reuse Scheduling) [19]. Regarding new models, Su et al. considered E-MC (Elastic Mixed-Criticality) model [20], and Baruah proposed a general recurrent real-time task model in which parameters of a task (the worst-case execution time, relative deadline and period) have different values according to each criticality level [21].

Based on achievement of real-time scheduling on MC uniprocessor platforms, several studies addressed MC global scheduling issues on a multiprocessor platform. Pathan analyzed FP and applied Ausley’s approach [4]. Li et al. extended EDF-VD to multiprocessors [3]. Su et al. studied the E-MC model in multicore systems considering the systems with and without task migrations [22]. Lee et al. proposed MC-Fluid scheduling algorithm in which each task executes with a different criticality-dependent execution rate [23]. Liu et al. proposed a synchronous MC job model [24]. Although the interference-based schedulability tests known as RTA and DA (deadline analysis) [10], [13] are the most effective techniques for developing a tighter schedulability test for SC scheduling on a multiprocessor platform, only a few studies have extended the interference-based schedulability test to MC scheduling. Moreover, no interference-based schedulability test was known to exist for the most basic scheduling algorithm EDF (as well as EDZL), until we addressed it in this paper.

Suzuki et al. analyzed parallel scheduling with a directed acyclic graph [25]. Leng et al. analyzed a constant-time admission control algorithm under EDF [26]. Zhang et al. proposed an energy-aware scheduling for real-time tasks [27]. Yamaguchi et al. proposed an efficient EDF scheduling for out-of-order stream queues [28].

7. Conclusion

In this paper, we demonstrated that the ZL policy is also effective in improving the schedulability of the base algorithm in MC multiprocessor systems. To this end, we consider EDF as the base algorithm of the ZL policy and developed RTA for EDF in MC multiprocessor systems. We next designed EDZL scheduling algorithm by incorporating the ZL policy into EDF in MC multiprocessor systems, and then developed its RTA. Our simulation results demonstrated that the ZL policy considerably improves schedulability of the base algorithm (i.e., EDF). In the future, we would like to incorporate the ZL policy into other scheduling algorithms such as EDF-VD and FP, and develop schedulability analysis for them.

Acknowledgements

Earlier, naive ideas for EDZL scheduling algorithms and schedulability analysis for mixed-criticality multiprocessor real-time systems have been presented in 3-page-long (but about 2-page-long in this template) Korean conference papers [29], [30] (written in Korean).

This research was also supported by Institute for Information & communications Technology Promotion (IITP) grant funded by the Korea government (MSIP) (No.R0190-15-2071, Open PNP platform for diversity of autonomous vehicle based on cloud map). This research was also supported by the National Research Foundation of Korea (NRF) grant funded by the Korea government (MSIT) (No. 2017R1A2B2002458). Jinkyu Lee is the corresponding author.

References


Namyong Jung is a M.S. student at Sungkyunkwan University, where he receives the B.S. degree in 2016. His research interests are timing guarantees of real-time embedded systems.

Hyeongboo Baek is a postdoctoral research fellow in Sungkyunkwan University (SKKU), South Korea. He received the B.S. degree in Computer Science and Engineering from Konkuk University, South Korea in 2010 and the M.S. and Ph.D. degrees in Computer Science from KAIST, South Korea in 2012 and 2016, respectively. His research interests include cyber-physical systems, real-time embedded systems and system security. He won the best paper award from the 33rd IEEE Real-Time Systems Symposium (RTSS) in 2012.

Donghyouk Lim received the B.S. and M.S. degrees in Computer Science from Korea Advanced Institute of Science and Technology (KAIST), Daejeon, Korea, in 2003 and 2005, respectively. He is currently the CTO of RTST, Korea. He has been a member of research staff in Electronics and Telecommunications Research Institute (ETRI), Korea, until 2014. His research interests are system software platforms for real-time embedded systems.

Jinkyu Lee is an assistant professor in Department of Computer Science and Engineering, Sungkyunkwan University (SKKU), Republic of Korea, where he joined in 2014. He received the B.S., M.S., and Ph.D. degrees in computer science from the Korea Advanced Institute of Science and Technology (KAIST), Republic of Korea, in 2004, 2006, and 2011, respectively. He has been a visiting scholar/research fellow in the Department of Electrical Engineering and Computer Science, University of Michigan, U.S.A. in 2011–2014. His research interests include system design and analysis with timing guarantees, QoS support, and resource management in real-time embedded systems, mobile systems, and cyber-physical systems. He won the best student paper award from the 17th IEEE Real-Time and Embedded Technology and Applications Symposium (RTAS) in 2011, and the Best Paper Award from the 33rd IEEE Real-Time Systems Symposium (RTSS) in 2012.