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Abstract—Real-time scheduling for Mixed-Criticality (MC) systems has received a growing attention as real-time embedded systems

accommodate various tasks with different levels of criticality. While many studies have addressed how to guarantee timing

requirements for MC systems with uniprocessor and multiprocessors, most of them have focused on supporting preemptive tasks. On

the other hand, there have been few studies to address non-preemptive scheduling especially for MC multiprocessor platforms, in

which the jobs under execution cannot be preempted by other jobs. In this paper, we develop schedulability tests for non-preemptive

scheduling, which is the first attempt for MC multiprocessor systems. To this end, we first generalize an existing NP-EDF

(Non-Preemptive Earliest Deadline First) schedulability test developed for single-criticality multiprocessor systems, towards for MC

multiprocessor systems. For the generalization, we introduce new timing guarantee techniques for the system transition between two

different criticalities, which is one of the key features in MC systems. We next extend the proposed NP-EDF schedulability test towards

NP-EDFVD (NP-EDF with Virtual Deadlines) that is specialized for MC systems, and pose a virtual deadline assignment problem. We

develop an optimal virtual deadline assignment policy using a control knob of the system-level deadline-reduction parameter and then a

suboptimal one for the task-level parameter. Our simulation results demonstrate that the NP-EDFVD schedulability test with the

proposed virtual deadline assignment policies finds a number of additional schedulable task sets, which are not schedulable by the

NP-EDF schedulability test.

Index Terms—Real-time scheduling, schedulability analysis, mixed-criticality, non-preemptive tasks, real-time multiprocessor systems
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1 INTRODUCTION

AS real-time embedded systems become more complex,
they need various functionalities often with different

levels of criticality. This necessitates timing guarantees of
mixed-criticality (MC) systems at different levels of assur-
ance. Starting from Vestal [1], many studies have intro-
duced scheduling algorithms and analysis tailored to MC
systems, developing techniques that give timing guarantees
in the presence of the system transition between different
criticalities, with a focus on uniprocessor platforms [2], [3],
[4], [5], [6], [7], [8], [9], [10]. To follow the popularity of the
multi-core architecture, some of those studies have been
extended to a multiprocessor platform [11], [12], [13], [14],
[15], [16], [17]. However, such progress has been biased to
preemptive scheduling, in which a higher-priority job can pre-
empt a lower-priority job at any time.

On the other hand, in non-preemptive scheduling, a running
job is executed till completion without being preempted. It
must be used when the job is of inherently non-preemptive
nature and/or it is subject to extremely large or unpredictable
preemption/migration overhead (e.g., interrupts and transac-
tional operations) [18]. Despite its necessity, there exist only a
few studies that have addressed non-preemptive scheduling
on MC systems [19], [20], [21], [22], [23], which target unipro-
cessor or distributed platforms. In particular, few studies
have addressed timing guarantees for non-preemptive sched-
uling onMCmultiprocessor systems.

In this paper, we aim at developing the first schedulabil-
ity test for non-preemptive scheduling on MC multiproces-
sor systems. We target NP-EDF (Non-Preemptive Earliest
Deadline First), one of the most fundamental, popular non-
preemptive scheduling algorithms, and then extend the
results to NP-EDFVD (NP-EDF with Virtual Deadlines) that
is designed for MC systems. To this end, we investigate an
existing schedulability test of NP-EDF for Single-Criticality
(SC) systems (denoted by Bar [24]), addressing the follow-
ing issues.

Q1. How does Bar give timing guarantees under NP-
EDF for SC systems?

Q2. How can we generalize the timing guarantee techni-
ques towards MC systems, dealing with the most
important feature of MC systems, which is the sys-
tem transition from the low to high criticality?

To address Q1 and Q2, we first carefully investigate how
Bar operates. Bar considers two execution environments: 1)
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n tasks executing under NP-EDF scheduling on m process-
ors and 2) n tasks executing on n imaginary fractional pro-
cessors individually such that each task ti runs on a
fractional processor ni with a given constant rate Vi and fin-
ishes its execution no later than Y amount of time ahead of
its deadline. Then, it calculates the total amount of execu-
tion of an entire task set until t for the former and until
t�X for the latter, respectively. Once we find a condition
where the former has no smaller amount than the latter
does, we can use the condition to establish timing guaran-
tees. Building upon the investigation on Bar, we propose a
method to determine the execution rate of Vi and two shift-
ing valuesX and Y so as to accommodate the system transi-
tion between two different criticalities, yielding an NP-EDF
schedulability test for MC multiprocessor systems.

Then, the next step is to extend the above results to anMC-
aware scheduling algorithm, NP-EDFVD. EDFVD [4], [5]
(originally developed for preemptive scheduling) is intro-
duced as an extension of EDF that improves schedulability
significantly by the use of different deadlines (i.e., virtual
deadlines) in different criticalities. Hence, we seek to develop
techniques forNP-EDFVDby answering the following issues.

Q3. How can we adapt the proposed NP-EDF schedul-
ability test to NP-EDFVD?

Q4. Given that determining right virtual deadlines is crit-
ical to improving the schedulability, how can we
assign the virtual deadline of every task so as to give
timing guarantees?

As to Q3, we observe that the use of virtual deadlines
introduces new properties. For example, under NP-EDF
scheduling even forMC systems, the execution rate assigned
to a task in the high-criticality mode is always no smaller
than that to the same task in the low-criticality mode; this is
because they share the same relative deadline but the worst-
case execution time of a task in the high-criticality mode is
no smaller than that in the low-criticality mode. However,
the same cannot hold if we assign virtual deadlines to tasks
in the low criticality mode. Therefore, we incorporate this
property to the schedulability of NP-EDFVDwhenwe deter-
mine the execution rate. When it comes to Q4, it is critical to
schedulability to determine right virtual deadlines. We first
consider a virtual deadline assignment problem using a con-
trol knob of the system-level deadline-reduction parameter,
and develop an optimal assignment policy. Then, we pose a
more general problem of assigning virtual deadlines using a
task-level deadline-reduction parameter, and propose a sub-
optimal assignment policy.

We evaluate the schedulability performance of the pro-
posed schedulability tests with/without our virtual deadline
assignment policies. Our simulation results demonstrate that
our schedulability test for NP-EDFVD with an optimal vir-
tual deadline assignment policy using the system-level
parameter significantly improves the schedulability over
that for NP-EDF. Also, if we additionally apply our subopti-
mal virtual deadline assignment policy using the task-level
parameter, we can find a number of additional schedulable
task sets.

In summary, this papermakes the following contributions.

� We generalize an existing NP-EDF schedulability
test originally developed for SC systems towards

MC systems, which yields the first schedulability
test for non-preemptive scheduling on MC multipro-
cessor systems;

� We extend the proposed NP-EDF schedulability test
towards NP-EDFVD, and pose a virtual deadline
assignment problem;

� We develop an optimal virtual deadline assignment
policy using the system-level deadline-reduction
parameter, and a suboptimal one using the task-level
parameter; and

� We demonstrate the significant schedulability
improvement of NP-EDFVD with the proposed vir-
tual deadline assignment, over NP-EDF.

The rest of this paper is structured as follows. Section 2
explains our system model. Section 3 develops a new sched-
ulability test of NP-EDF for MC multiprocessor systems.
Section 4 extends the proposed schedulability test to NP-
EDFVD, and develops (sub)optimal virtual deadline assign-
ment policies. Section 5 evaluates the schedulability perfor-
mance of the proposed schedulability tests with our virtual
deadline assignment policies. Section 6 discusses related
work, and Section 7 finally concludes this paper.

2 SYSTEM MODEL

We consider an MC multiprocessor system with m identical
processors. We consider a sporadic task model, and specify

a task ti in a task set t by 5-tuple, ti ¼ ðLi; Ti; C
LO
i ; CHI

i ; DiÞ,
each of which is described as follows.

� Li 2 fHI; LOg denotes the criticality level of a task ti;
HI and LO present high- and low-criticality levels,
respectively. A task ti with Li ¼ HI, referred to as a
HI-criticality task, should be certified by the certifica-
tion authorities (CAs) while a task ti with Li ¼ LO,
referred to as a LO-criticality task, is not assumed to
be certified by CAs.

� Ti is the minimum separation between release times
of two consecutive jobs invoked by ti.

� CLO
i and CHI

i denote the worst-case execution times
(WCETs) of ti required for the high- and low-critical-
ity levels, respectively.

� Di denotes the relative deadline of ti.
We assume that CLO

i � CHI
i � Di � Ti holds for every ti 2 t.

Let n denote the number of tasks in t. Using the above task

parameters, each task ti invokes a series of jobs.
Scheduling algorithm. When it comes to scheduling algo-

rithms, we consider global non-preemptive and work-
conserving scheduling, in which a job of a task can be exe-
cuted on a different core from another job of the task, a job
cannot be preempted by any job during its execution, and a
processor cannot be left idle if there is at least one job ready
to execute.

System behaviors. We assume two different modes of a
system run, each referred to as LO-mode and HI-mode.
Every job of a task ti in LO-mode executes for no more than
its CLO

i while the job in HI-mode executes up to its CHI
i ; also,

all LO-criticality tasks are not considered to be scheduled in
HI-mode. The system starts at t ¼ 0 and initially runs in
LO-mode, and the system transition from LO-mode to
HI-mode is triggered when any job’s execution performed
for more than CLO

i (but not larger than CHI
i ) is observed. We

BAEK ET AL.: NON-PREEMPTIVE SCHEDULING FOR MIXED-CRITICALITY REAL-TIME MULTIPROCESSOR SYSTEMS 1767



let tTR denote the time instant when the system transition
occurs. We assume that all jobs invoked by LO-criticality
tasks are dropped immediately at tTR even if they are exe-
cuting; since we focus on non-preemptive scheduling, we
may consider another model where the currently-executing
jobs invoked by LO-criticality tasks are not dropped even in
the presence of the system transition, which we can address
if we extend this paper in the future. Note that both models
make sense as discussed in [21].

Schedulability. We are interested in judging if a task set t
is schedulable by a scheduling algorithm on an MC multi-
processor platform, meaning that every job of every task
ti 2 t in LO-mode completes its execution (amounting to at
most CLO

i ) within Di time units, and every job of every
HI-criticality task ti 2 tjLi ¼ HI in HI-mode completes its
execution (amounting to at most CHI

i ) withinDi time units.
We now introduce some notations to be used in the later

sections.

CLO
max ¼def:max

ti2t
CLO

i ; CHI
max ¼def:maxti2tjLi¼HIC

HI
i ;

Cmax ¼def:maxðCLO
max; C

HI
maxÞ;

V LO
i ¼def: lim

�!0

CLO
i

maxð�;Di � CLO
maxÞ

;V HI
i ¼def: lim

�!0

CHI
i

maxð�;Di � CHI
maxÞ

;

V LO
max ¼def:max

ti2t
V LO
i ; V HI

max ¼def:maxti2tjLi¼HIV
HI
i ;

V LO
sum ¼def

X
ti2t

V LO
i ; V HI

sum ¼def:
X

ti2tjLi¼HI
V HI
i :

3 SCHEDULABILITY ANALYSIS FOR NP-EDF ON

MC MULTIPROCESSOR PLATFORMS

In this section, we develop an NP-EDF schedulability test
for MC multiprocessor systems. To this end, we first pres-
ent a schedulability condition for a case where the system
is under LO-mode, using the existing NP-EDF schedulabil-
ity test for SC multiprocessor systems. We then pose ques-
tions how to design schedulability conditions for MC
systems, and derive important parameters for the condi-
tions. Based on the design, we propose an NP-EDF sched-
ulability test for MC multiprocessor systems, and prove its
correctness.

3.1 Schedulability Condition Under LO-Mode by
Recapitulation of Bar

As a first step towards an NP-EDF schedulability test for
MC multiprocessor systems, we investigate Bar [24], an
existing NP-EDF schedulability test for SC multiprocessor
systems, and present how Bar can be used to derive a sched-
ulability condition before the system transition.

Let PSLOðtÞ denote a process-sharing schedule such that
a job of ti 2 t executes with V LO

i rate, thereby finishing its
execution at CLO

max amount of time ahead of its deadline (if
V LO
i � 1). Also, let NP-EDFðtÞ denote a schedule such that

jobs invoked by tasks in t are scheduled by NP-EDF on an
m-processor platform.

Let W
�
AðtÞ; d; ½ta; tbÞ

�
denote the amount of execution of

d in ½ta; tbÞ, under a schedule AðtÞ; the second parameter d
can be a single task, a single job, a set of tasks, or a set of
jobs as long as it belongs to or is invoked by t. Then, there

is a relationship between the amount of execution by
NP-EDFðtÞ and PSLOðtÞ as follows.

Lemma 1 (from Bar [24]). Suppose t satisfies Eq. (1).

V LO
sum þ ðm� 1Þ � V LO

max � m: (1)

Then, the following condition holds.

W
�
NP-EDFðtÞ; Jðt; qÞ; ½0; tþ CLO

maxÞ
�

�W
�
PSLOðtÞ; Jðt; qÞ; ½0; tÞ�; (2)

where Jðt; qÞ denotes a set of q jobs invoked by tasks in t with
the q earliest absolute deadlines.

Proof. We prove it by contradiction, and the proof idea is
similar to [24]. Suppose that t0 denotes the first time
instant in which Eq. (2) is violated. By the definition of t0,
there should be at least one job Ji of ti satisfying the fol-
lowing condition.

W
�
NP-EDFðtÞ; Ji; ½0; t0 þ CLO

maxÞ
�
< W

�
PSLOðtÞ; Ji; ½0; t0Þ

�
:

(3)

Let ri be the release time of Ji. Since ri < t0 holds and
t0 is the first time instant violating Eq. (2), the following
condition holds.

W
�
NP-EDFðtÞ; Jðt; qÞ; ½0; ri þ CLO

maxÞ
�

�W
�
PSLOðtÞ; Jðt; qÞ; ½0; riÞ

�
:

(4)

Now, for Ji and Jðt; qÞ, we compare the amount of

execution under NP-EDFðtÞ in ½ri þ CLO
max; t0 þ CLO

maxÞ,
with that under PSLO in ½ri; t0Þ. Let x and y respectively
denote the cumulative length of intervals in

½ri þ CLO
max; t0 þ CLO

maxÞ where all processors are busy

under NP-EDFðtÞ, and that where at least one processor
is idle under the schedule; therefore y equals to

t0 � ri � x. Note that in ½ri þ CLO
max; t0 þ CLO

maxÞ, no job in

Jðt; qÞ under NP-EDFðtÞ is blocked or interfered by other
jobs than Jðt; qÞ because every lower-priority job which
starts its execution before ri, finishes its execution before
ri þ CLO

max and jobs in Jðt; qÞ have a higher priority than
other jobs by the definition of Jðt; qÞ; this means that we

only focus on Jðt; qÞ in ½ri þ CLO
max; t0 þ CLO

maxÞ under

NP-EDFðtÞ. We now present two properties.

� Ji under NP-EDFðtÞ does not complete its
execution until t0 þ CLO

max (otherwise it violates
Eq. (3)), and thus executes for at least y amount of
time since NP-EDF is work-conserving. Since Ji
cannot execute for more than ðxþ yÞ � V LO

max under

PSLOðtÞ, Eqs. (3) and (4) for Ji yield the following
condition:

y < ðxþ yÞ � V LO
max: (5)

� The amount of total execution of Jðt; qÞ under
NP-EDFðtÞ is at least m � xþ y, and that under
PSLO is at most ðxþ yÞ �Pti2t V

LO
i . Eq. (3) for

Jðt; qÞ and Eq. (4) derive the following condition:
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m � xþ y < ðxþ yÞ � V LO
sum: (6)

By adding (m� 1) multiplied by Eqs. (5) to (6), we
have

V LO
sum þ ðm� 1Þ � V LO

max > m; (7)

which contradicts the supposition of this lemma. tu
Using Lemma 1, we can guarantee schedulability by NP-

EDF under MC multiprocessor systems as follows.

Lemma 2 (from Bar [24]). Suppose that t is scheduled by NP-
EDF on an m processor platform and satisfies Eq. (1). Then,
there is no job deadline miss until the system transition tTR.

Proof. We first check that the sum of execution rates under
PSLOðtÞ is always no larger than m, since V LO

sum � m holds
by Eq. (1). Then, the proof is by induction of jobs gener-
ated by t, sorted in the order of their absolute deadlines.
For the base case with a single job of ti, NP-EDF trivially
schedules it without its deadline miss since CLO

i � Di

holds. Then, we assume that q � 1 jobs with the q � 1 ear-
liest absolute deadlines meet their deadlines and prove
that a job with the qth earliest absolute deadline (denoted
by Ji) also meets its deadline, for q > 1.

Ji under PS
LOðtÞ completes its execution no later than

di � CLO
max, where di denotes the deadline of Ji. By Eq. (2)

of Lemma 1, this implies that Ji under NP-EDFðtÞ com-

pletes its execution no later than di, which proves the

lemma. tu

3.2 Design of Schedulability Conditions for MC
Multiprocessor Systems

In the previous section, there are two important parameters

for PSLOðtÞ: (i) each job of ti executes with V LO
i rate, and (ii)

each job of ti finishes its execution at CLO
max amount of time

ahead of its deadline. Determining right values of the two
important parameters makes it possible to give timing guar-
antees to non-preemptive jobs under NP-EDF before the
system transition. For timing guarantee after the system
transition, we need to properly determine the two parame-
ters for a new process-sharing schedule that generalizes

PSLOðtÞ, stated as follows.

� How can we determine the execution rate of ti for
HI-mode? (i.e., V TR

i )
� How can we determine the finishing time of a job of

ti in HI-mode? (i.e., Y TR amount of time ahead of its
deadline)

In addition, we need to determine a right time instant
when the new processor-sharing schedule switches the exe-
cution rate of ti from V LO

i to V TR
i , stated as follows.

� How can we determine the right time instant at
which the execution rate is changed from LO- to
HI-mode? (i.e., tTR �XTR, meaning XTR amount of
time ahead of the system transition)

Here, we would like to emphasize that the execution rate
under a process-sharing schedule (corresponding to PSðtÞ
for LO-mode) is changed before tTR. In this section, we will
detail how to calculate the three important values V TR

i , Y TR

andXTR.

With the three unknown variables V TR
i , XTR and Y TR

addressed in each issue, we now define a new process-
sharing schedule. Let PSðtÞ denote a process-sharing sched-
ule such that a job of ti 2 t executes with V LO

i rate before

tTR �XTR, and with V TR
i and zero rate after tTR �XTR if

Li ¼ HI and Li ¼ LO, respectively. We let the actual execu-
tion time of each job under PSðtÞ be the same as that under
NP-EDFðtÞ. Under PSðtÞ, a job of ti 2 t finishes its execu-
tion no later than CLO

max amount of time ahead of its deadline,
if it finishes its execution earlier than tTR under NP-EDFðtÞ.
On the other hand, a job of ti 2 t with Li ¼ HI finishes its
execution no later than Y TR amount of time ahead of its
deadline under PSðtÞ, if it finishes its execution no earlier
than tTR under NP-EDFðtÞ.

Fig. 1 presents how PSðtÞ works for a job of ti, with four
examples with different release times. A job can execute
with (i) V LO

i rate in Fig. 1a, (ii) V TR
i rate in Fig. 1b, and (iii)

V LO
i and then V HI

i rate in Figs. 1c and 1d.
Then, we would like to prove a condition for addressing

the amount of execution of PSðtÞ compared to that of
NP-EDFðtÞ, which corresponds to Eq. (2), as follows:

W
�
NP-EDFðtÞ; Jðt; qÞ; ½0; tþ Y TRÞ� �W

�
PSðtÞ; Jðt; qÞ; ½0; tÞ�:

(8)

Recall that Jðt; qÞ denotes a set of q jobs invoked by tasks in
t with the q earliest absolute deadlines.

For addressing the execution rate of PSðtÞ in LO- and
HI-mode, we consider task sets satisfying Eq. (1) and the fol-
lowing condition, respectively:

V TR
sum þ ðm� 1Þ � V TR

max � m; (9)

where V TR
sum ¼

P
ti2tjLi¼HI V

TR
i and V TR

max ¼ maxti2tjLi¼HIV
TR
i .

Fig. 1. How PSðtÞ works: a job of ti executing with (a) V LO
i rate, (b) V TR

i
rate, and (c) and (d) V LO

i and then V TR
i rate.
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Then, the remaining issues are to determine the

unknown variables V TR
i , XTR and Y TR such that we can

prove that if Eqs. (1) and (9) hold for t, t is schedulable by
NP-EDF on MC multiprocessor systems. We now discuss

qualification of the unknown variables, starting from V TR
i .

We consider a job of interest Ji invoked by ti, such that
the system transition occurs in the middle of execution of Ji
or before Ji’s execution (therefore Ji executes C

HI
i amount).

Let ‘TRi denote an interval length from its release time to the

earlier time instant between tTR and the time instant when
Ji finishes its execution under PSðtÞ; if Ji’s release time is

after tTR, ‘TRi is zero. Then, the amount of execution of Ji
under PSðtÞ is calculated by

V LO
i �maxð0; ‘TRi �XTRÞ
þ V TR

i �max
�
0; Di � Y TR �maxð0; ‘TRi �XTRÞ�; (10)

which should be equal toCHI
i for Ji to finish its execution. That

is, as shown in Figs. 1c and 1d, under PSðtÞ, a job of ti exe-

cutes with V LO
i rate from its release time to tTR �XTR (whose

length ismaxð0; ‘TRi �XTRÞ), while the job executes with V TR
i

rate from tTR �XTR to Y TR amount of time ahead of its dead-

line (whose length is Di � Y TR �maxð0; ‘TRi �XTRÞ). This

derives V TR
i and its properties as follows:

Lemma 3. V TR
i is calculated by Eq. (11), and V TR

i decreases (or

stays) asXTR increases and Y TR and ‘TRi decrease.

V TR
i ¼ lim

�!0

CHI
i � V LO

i �maxð�; ‘TRi �XTRÞ
max

�
�;Di � Y TR �maxð�; ‘TRi �XTRÞ� : (11)

Proof. From the condition where Eq. (10) is equal to CHI
i ,

Eq. (11) is immediately derived.
In Eq. (11), it is straightforward that as Y TR increases,

V TR
i increases. Also, if we increase XTR or decrease ‘TRi ,

we can reduce (or do not change) the time interval when
a job of ti executes with V LO

i rate, yielding a decrease in
V TR
i , e.g., compare Figs. 1c and 1d. tu

Next, the following lemma discusses the qualification of
XTR.

Lemma 4. XTR � CLO
max.

Proof. Suppose that XTR is strictly larger than CLO
max.

Then, we cannot guarantee the schedulability of a job

of ti with Li ¼ LO whose deadline is no later than tTR.
This is because the amount of execution of a job of ti
whose deadline is later than tTR �XTR þ CLO

max (but no

later than tTR) under PSðtÞ is strictly less than CLO
i ,

which makes it impossible to say that if Eq. (2) holds,

all the jobs are schedulable (as we do that in

Lemma 2). tu
When it comes to Y TR, we need to address the blocking

by lower-priority jobs in both LO- and HI-modes. For the
former and the latter, we need at least CLO

max and at least
CHI

max, respectively; therefore, Y
TR should be at least Cmax.

Considering Lemma 3, we set Y TR to the smallest possible
value Cmax.

As to ‘TRi , the value depends on each job’s release pattern
and the system transition instant, implying that we cannot
control it. Therefore, we need to calculate an upper-bound
of the value in order to upper-bound V TR

i . Once we target a
task set satisfying Eq. (1), we can use the property of Eq. (2)
and calculate an upper bound of the amount of execution of
jobs whose priority is higher than the job of interest. This
allows to calculate the maximum interval between the
release and finishing time of the job of interest, which is also

an upper-bound of ‘TRi . The following lemma records this.

Lemma 5. Suppose that t satisfies Eq. (1). Then, ‘TRi is upper-

bounded by RLO
i where

RLO
i ¼ CLO

i þ CLO
max þ lim

�!0
max

�
�; Di � CLO

max

� �
P

tj2tnftig V
LO
j

m
:

(12)

Proof. We now prove ri þ ‘TRi � fi � ri þRLO
i , where ri and

fi respectively denote the release time of Ji and the time
instant when Ji finishes its execution of CLO

i under
NP-EDFðtÞ. Recall that we focus on a job of interest of Ji
invoked by ti, such that the system transition occurs in
the middle of execution of Ji or before Ji’s execution
(therefore Ji executes C

HI
i amount). We also recall that ‘TRi

denotes an interval length from ri to the earlier time
instant between tTR and the time instant when Ji finishes
its execution under PSðtÞ. Once we prove the two
inequalities, we can derive ‘TRi � RLO

i . From now on, we
prove the two inequalities separately.

First, we prove the first inequality ri þ ‘TRi � fi. Sup-
pose that the inequality does not hold. By definition of
‘TRi , the system transition occurs no earlier than ri þ ‘TRi .
Therefore, ri þ ‘TRi > fi implies that the system transi-
tion occurs after Ji finishes CLO

i amount of execution,
which contradicts the fact that the system transition
occurs in the middle of execution of Ji or before Ji’s exe-
cution (which is the definition of Ji).

Second, we prove the second inequality fi � ri þRLO
i .

We consider two cases: (i) Ji under NP-EDFðtÞ starts its
execution before ri þ CLO

max, and (ii) otherwise. Case (i)

implies that fi is no later than ri þ CLO
max þ CLO

i . Since the

latter is no later than ri þRLO
i by Eq. (12), the inequality

holds for Case (i). When it comes to Case (ii), since every

job released before ri finishes its execution before

ri þ CLO
max, we now calculate the amount of execution of

every job whose priority is higher than Ji in ½ri þ CLO
max;

ri þDi� in which any lower-priority job cannot block Ji. If

the amount is no larger than lim�!0 max
�
�;Di � CLO

max

��P
tj2tnftig V

LO
j , the lemma holds, which is true as follows.

Let ri þ xj denote the earliest deadline of a job of tj
( 6¼ ti), after ri. If xj > Di, no job of tj has a higher prior-
ity than Ji in ½ri þ CLO

max; ri þDiÞ. Otherwise, we consider

two intervals: ½ri þ CLO
max; ri þ xjÞ and ½ri þ xj; ri þDiÞ;

note that the first interval may not exist if xj � CLO
max. In

½ri þ CLO
max; ri þ xjÞ, a job of tj has a higher priority than

Ji, and the amount of its execution is W
�
NP-EDFðtÞ;

tj; ½0; ri þ ‘TRi Þ
��W

�
NP-EDFðtÞ; tj; ½0; ri þ CLO

maxÞ
�
, which

is the same as W
�
PSðtÞ; tj; ½0; ri þ ‘TRi � CLO

maxÞ
��

W
�
NP-EDFðtÞ; tj; ½0; ri þ CLO

maxÞ
�
, because a job under
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PSðtÞ finishes its execution no later than CLO
max amount of

time ahead of its deadline. The amount of execution of

jobs of tj with a higher priority than Ji is at most

bDi�xj
Tj
c � Cj. Then, the amount of execution of jobs whose

priority is higher than Ji in ½ri þ CLO
max; ri þDiÞ is calcu-

lated by

X
tj2tnftig

W
�
PSðtÞ; tj; ½0; ri þ xj � CLO

maxÞ
�

�
X

tj2tnftig
W

�
NP-EDFðtÞ; tj; ½0; ri þ CLO

maxÞ
�

þ
X

tj2tnftig

jDi � xj
Tj

k
� Cj:

(13)

Since Ji cannot execute until ri þ CLO
max, W

�
NP-EDFðtÞ; t;

½0; ri þ CLO
maxÞ

� �W
�
PSðtÞ; t; ½0; riÞ

�
implies that W

�
NP-EDF

ðtÞ; t n ftig; ½0; ri þ CLO
maxÞ

� �W
�
PSðtÞ; t n ftig; ½0; riÞ

�
,

which derives the following condition from Eq. (13).

Eq: ð13Þ �
X

tj2tnftig
W

�
PSðtÞ; tj; ½0; ri þ xj � CLO

maxÞ
�

�
X

tj2tnftig
W

�
PSðtÞ; tj; ½0; riÞ

�

þ
X

tj2tnftig

jDi � xj

Tj

k
� CLO

j

�
X

tj2tnftig
W

�
PSðtÞ; tj; ½ri; ri þ xj � CLO

maxÞ
�

þ
X

tj2tnftig

� Di � xj

Dj � CLO
max

�
� CLO

j

�
X

tj2tnftig
ðxj � CLO

maxÞ �
� CLO

j

Dj � CLO
max

�

þ
X

tj2tnftig

� Di � xj

Dj � CLO
max

�
� CLO

j

¼ðDi � CLO
maxÞ �

X
tj2tnftig

V LO
i :

Therefore, fi � ri þRLO
i for Case (ii) holds.

Finally, ri þ ‘TRi � fi � ri þRLO
i holds, implying

‘TRi � RLO
i . This proves the lemma. tu

Finally, if we combine all the results from Lemmas 3, 4

and 5 and apply XTR ¼ CLO
max, Y

TR ¼ Cmax, and ‘TRi ¼ RLO
i ,

we have the following V TR
i that yields a tighter schedulabil-

ity condition.

V TR
i ¼ lim

�!0

CHI
i � V LO

i �maxð�; RLO
i � CLO

maxÞ
max

�
�;Di � Cmax �maxð�; RLO

i � CLO
maxÞ

� : (14)

3.3 Final Schedulability Test for NP-EDF

So far, we determined the unknown variables V TR
i , XTR and

Y TR so as to make a correct and tight schedulability condi-
tion in the presence of the system transition. In this section,
we formally present and prove our NP-EDF schedulability

test for MC multiprocessor platforms, starting from the fol-
lowing lemma that corresponds to Lemma 1.

Lemma 6. Suppose that t satisfies Eq. (1) as well as Eq. (9) with
V TR
i in Eq. (14). Then, Eq. (8) with Y TR ¼ Cmax holds for all

t > 0.

Proof.We follow the basic proof idea of Lemma 1, using the
contradiction. Suppose that t0 denotes the first time
instant in which Eq. (8) is violated. By the definition of t0,
there should be at least one job Ji of ti satisfying the fol-
lowing condition.

W
�
NP-EDFðtÞ; Ji; ½0; t0 þ CmaxÞ

�
< W

�
PSðtÞ; Ji; ½0; t0Þ

�
:

(15)

Let ri be the release time of Ji. Since ri < t0 holds and
t0 is the first time instant violating Eq. (8), the following
condition holds.

W
�
NP-EDFðtÞ; Jðt; qÞ; ½0; ri þ CmaxÞ

�
�W

�
PSðtÞ; Jðt; qÞ; ½0; riÞ

�
:

(16)

Depending on the time instants tTR, ri and t0, we con-

sider three cases: (i) tTR � CLO
max � t0, (ii) tTR � CLO

max 2 ½ri; t0Þ,
and (iii) tTR � CLO

max < ri. While the execution rate of ti
under PSðtÞ in ½ri; t0Þ is V LO

i and V TR
i , respectively for (i)

and (iii), (ii) exhibits both execution rates.
Now, for Ji and Jðt; qÞ, we compare the amount of

execution under NP-EDFðtÞ in ½ri þ Cmax; t0 þ CmaxÞ,
with that under PS in ½ri; t0Þ. Let x and y denote the

cumulative length of intervals in ½ri þ Cmax; t0 þ CmaxÞ
where all processors are busy under NP-EDFðtÞ, and

that where at least one processor is idle under the sched-
ule; therefore y equals to t0 � ri � x. Note that in

½ri þ Cmax; t0 þ CmaxÞ, no job in Jðt; qÞ under NP-EDFðtÞ
is blocked or interfered by other jobs than Jðt; qÞ because
every lower-priority job which starts its execution before

ri finishes its execution before ri þ Cmax and jobs in

Jðt; qÞ have a higher priority than other jobs by the defi-

nition of Jðt; qÞ; this means that we only focus on Jðt; qÞ
in ½ri þ Cmax; t0 þ CmaxÞ under NP-EDFðtÞ. We now pres-
ent two properties.

� Ji under NP-EDFðtÞ does not complete its execu-
tion until t0 þ Cmax (otherwise it violates Eq. (15)),
and thus executes for at least y time units since
NP-EDF is work-conserving. Since Ji cannot exe-
cute for more than maxð0;minðtTR � CLO

max; t0Þ � riÞ�
V LO
max þmaxð0; t0 �maxðtTR � CLO

max; riÞÞ � V TR
max under

PSðtÞ, Eqs. (15) and (16) for Ji yield the following
condition:1

y <maxð0;minðtTR � CLO
max; t0Þ � riÞ � V LO

max

þmaxð0; t0 �maxðtTR � CLO
max; riÞÞ � V TR

max:
(17)

� The amount of total execution of Jðt; qÞ under
NP-EDFðtÞ is at least m � xþ y, and that under

1. The max and min functions are needed to address Cases (i), (ii)
and (iii).
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PSLO is at most maxð0;minðtTR � CLO
max; t0Þ � riÞ�

V LO
sum þmaxð0; t0 �maxðtTR � CLO

max; riÞÞ � V TR
sum under

PSðtÞ. Eq. (15) for Jðt; qÞ and Eq. (16) derive the
following condition:

m � xþ y <maxð0;minðtTR � CLO
max; t0Þ � riÞ � V LO

sum

þmaxð0; t0 �maxðtTR � CLO
max; riÞÞ � V TR

sum:

(18)

By adding (m� 1) multiplied by Eqs. (17) to (18), we
can show the contradiction of Eq. (1) for Case (i) and the
contradiction of Eq. (9) with V TR

i in Eq. (14) for Case (iii).
Also, if we further remove Eq. (1) multiplied by
maxð0;minðtTR � CLO

max; t0Þ � riÞ from adding (m� 1)
multiplied by Eqs. (17) to (18), we can also show the con-
tradiction of Eq. (9) with V TR

i for Case (ii). Since all the
three cases yield contradiction, the lemma holds. tu
Using the lemma,we finally present our schedulability test.

Theorem 1. Suppose that t satisfies Eq. (1) as well as Eq. (9)
with V TR

i in Eq. (14). Then, t is schedulable by NP-EDF under
MC multiprocessor systems.

Proof. Once Lemma 6 derives that Eq. (8) with Y TR ¼ Cmax

holds for all t > 0, the proof of this theorem is the same
as that of Lemma 2. tu
We can simply calculate the time-complexity of the pro-

posed NP-EDF schedulability test for MC multiprocessor
systems in Theorem 1, which is OðnÞ.

4 VIRTUAL DEADLINE ASSIGNMENT FOR

NP-EDFVD

In this section, we adapt the proposed schedulability test for
NP-EDF to NP-EDFVD, and pose a virtual deadline assign-
ment problem. We then present an optimal virtual deadline
assignment policy for the system-level deadline reduction
parameter, and a suboptimal one for the task-level parame-
ter. Note that NP-EDFVD can improve schedulability of
NP-EDF by adjusting the deadline of each task ti with
Li ¼ HI in LO-mode as the same concept works in preemp-
tive scheduling [4], [5], [14], [15]. This requires development
of principles how execution demand for HI-mode (including
the system transition) and LO-mode vary with virtual dead-
lines, which is a matter of this section.

4.1 Schedulability Analysis for NP-EDFVD on MC
Multiprocessor Platforms

In this paper, we consider NP-EDFVD, and shorten the rela-
tive deadline of ti with Li ¼ HI in LO-mode, from Di to a

new relative deadline DLO
i . Since the new relative deadline

of ti (i.e., D
LO
i ) can be in ½CLO

max;Di� as seen in the denomina-

tor of Vi, we let ai for ti to adjust the value ofDLO
i from Cmax

(by ai ¼ 0) to Di (by ai ¼ 1). That is, we replace the term of

maxð0; Di � CLO
maxÞ with maxð0; Di � CLO

maxÞ � ai. Then, once

we determine ai, D
LO
i can be calculated by CLO

max þ ðDi�
CLO

maxÞ � ai; therefore, this section discusses how to determine

ai for every ti 2 tjLi ¼ HI, assuming ai is set to 1 and never

changed for every ti 2 tjLi ¼ LO.

Using ai, V
LO
i and RLO

i for NP-EDF can be expressed by

V LO
i ðaiÞ and RLO

i ðaiÞ for NP-EDFVD, as follows.

V LO
i ðaiÞ ¼ lim

�!0

CLO
i

max
�
�;Di � CLO

max

� � ai

¼ V LO
i � 1

ai
; (19)

RLO
i ðaiÞ ¼ CLO

i þ CLO
max

þmax
�
Di � CLO

max

� � ai �
P

tj2tnftig V
LO
j ðajÞ

m
:

(20)

Differently from V LO
i ðaiÞ and RLO

i ðaiÞ, we need to care-

fully construct V TR
i ðaiÞ, because of the following observation.

Observation 1. Under NP-EDF (without the use of dead-
line scaling), V TR

i increases as ‘TRi increases as discussed
in Lemma 3. However, under NP-EDFVD (with the use
of the proposed deadline scaling), the same does not
always hold.

As shown in Fig. 2a, without virtual deadlines, V LO
i �

V TR
i holds. However, if we decrease ai from 1 to a particular

value less than 1, V LO
i ðaiÞ increases while V TR

i ðaiÞ decreases
as shown in Fig. 2b. If we further decrease ai, it is possible

to satisfy V LO
i ðaiÞ > V TR

i ðaiÞ as shown in Fig. 2c. In the last

case shown in Fig. 2c, if ‘TR increases, V TR
i ðaiÞ does not

increase.
That is, V LO

i is always no larger than V TR
i with ‘TRi ¼ 0

under NP-EDF, while it is possible for V LO
i ðaiÞ for some ai

to be larger than V TR
i ðaiÞ with ‘TRi ¼ 0 under NP-EDFVD. In

this case, V TR
i ðaiÞ is maximized when ‘TRi ¼ 0. Therefore,

we need to consider both cases where ‘TRi is the smallest
(i.e., 0) and largest (i.e., RLO

i ) for calculating V TR
i ðaiÞ, which

are addressed in the first and second terms, respectively in
themax function of the RHS of the following condition.

Fig. 2. How PSðtÞ works with and without virtual deadlines: (a) ai ¼ 1 (no
virtual deadline); (b) small ai; and (c) smaller ai.
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V TR
i ðaiÞ ¼ lim

�!0
max

�
CHI

i

maxð�; Di � CmaxÞ ;

CHI
i � V LO

i ðaiÞ �maxð�; RLO
i ðaiÞ � CLO

maxÞ
max

�
�; Di � Cmax �maxð�; RLO

i ðaiÞ � CLO
maxÞ

�
�
:

(21)

Then, once we substitute V LO
i ðaiÞ and V TR

i ðaiÞ for V LO
i

and V TR
i in Eqs. (1) and (9), for every tijLi ¼ HI 2 t, we can

develop the following NP-EDFVD schedulability test for
MC multiprocessor systems, corresponding to Theorem 1.

Theorem 2. Suppose that t satisfies Eqs. (22) and (23).

X
ti2t

V LO
i ðaiÞ þ ðm� 1Þ �maxti2tV

LO
i ðaiÞ � m: (22)

X
ti2tjLi¼HI

V TR
i ðaiÞ þ ðm� 1Þ �maxti2tjLi¼HIV

TR
i ðaiÞ � m: (23)

Then, t is schedulable by NP-EDFVD under MC multiproces-
sor systems.

Proof. The proof is the same as that for NP-EDF in Lemma 6
and Theorem 1. tu

4.2 Optimal Virtual Deadline Assignment for the
System-Level Deadline Reduction Parameter a

Now, we consider a virtual-deadline assignment problem
for the system-level deadline reduction parameter ai ¼ a

for every ti 2 tjLi ¼ HI. We wish to find the value of a that
satisfies the conditions Eqs. (22) and (23). To this end, we
need to derive properties on how the LHS of the conditions
varies with a.

Observation 2. As a decreases, the LHS of Eq. (22)
increases but that of Eq. (23) does not increase.

This is because, V LO
i ðaÞ and V TR

i ðaÞ are a decreasing
and a non-decreasing function of a, respectively; the for-
mer is obvious, while the latter is not. Thus, let us
explain it now.

In V TR
i ðaÞ for ti 2 tjLi ¼ HI, V LO

i ðaÞ and RLO
i ðaÞ are two

terms that depend on a. Since we can conclude that V TR
i ðaÞ

is a non-decreasing function of a if we know that V LO
i ðaÞ

and RLO
i ðaÞ are a non-increasing and non-decreasing func-

tion of a, respectively. And what remains to be explained is
the latter, i.e., RLO

i ðaÞ.
The third term of RLO

i ðaÞ for ti 2 tjLi ¼ HI in the RHS of
Eq. (20) can be expressed as follows.

max
�
Di � CLO

max

� � ai �
P

tj2tnftig V
LO
j ðajÞ

m

¼ max
�
Di � CLO

max

� �
P

tj2tnftigjLj¼HI V
LO
j

m

þmax
�
Di � CLO

max

� � a �
P

tj2tnftigjLj¼LO V LO
j

m
:

(24)

Therefore, RLO
i ðaÞ is a non-decreasing function of a.

While we focus on a task set which violates at least one of
Eqs. (22) and (23) (otherwise, Theorem 1 deems the task set
schedulable by NP-EDF without virtual deadlines), Obser-
vation 2 indicates that we need to focus on a task which sat-
isfies Eq. (22) but violates Eq. (23), and decrease a as much

as possible until the LHS of Eq. (22) is equal to m, which
reduces the LHS of Eq. (23) as much as possible.

We now propose an optimal virtual deadline assignment
policy for the system-level parameter a in Algorithm 1. Due
to the existence of themax function in the LHS of Eq. (1), we
need to consider two cases depending on whether the task
which exhibits the max value of V LO

i is a HI-criticality task
(the first case) or a LO-criticality task (the second case).

Algorithm 1. Optimal Virtual Deadline Assignment for
the System-Level Parameter

1: j argmaxti2tV
LO
i ;

2: if Lj ¼ HI then

3: a 
P

ti2tjLi¼HI V
LO
i
þðm�1Þ�V LO

j

m�
P

ti2tjLi¼LO V LO
i

;

4: else

5: a 
P

ti2tjLi¼HI V
LO
i

m�
P

ti2tjLi¼LO V LO
i
�ðm�1Þ�V LO

j

;

6: j2 argmaxti2tV
LO
i ðaj ¼ aÞ;

7: if j 6¼ j2 then

8: a 
P

ti2tjLi¼HI V
LO
i
þðm�1Þ�maxti2tjLi¼HIV

LO
i

m�
P

ti2tjLi¼LO V LO
i

.

9: end if
10: end if
11: if Eqs. (22) and (23) hold with ai ¼ a for every ti 2 tjLi ¼ HI

and ai ¼ 1 for every ti 2 tjLi ¼ LO then
12: return Schedulable;
13: end if
14: return Unschedulable;

In the first case, since the task which exhibits the max
value of V LO

i (denoted by tj) still exhibits the max value of
V LO
i ðaÞ after changing a, we can simply solve the following

equation (Lines 1–3):

X
ti2tjLi¼LO

V LO
i þ 1

a
�

X
ti2tjLi¼HI

V LO
i þ 1

a
� ðm� 1Þ � V LO

j ¼ m

) a ¼
P

ti2tjLi¼HI V
LO
i þ ðm� 1Þ � V LO

j

m�P
ti2tjLi¼LO V LO

i

:

(25)

On the other hand, for the second case, it is possible to
change the task which exhibits the max value of V LO

i (from
tj to tj2) if we reduce a. Therefore, we consider two sub-
cases depending on whether the task which exhibits the
max value of V LO

i is (i) unchanged or (ii) changed by the
change of a.

For (i), we can solve the similar equation as follows
(Lines 4-5).

X
ti2tjLi¼LO

V LO
i þ 1

a
�

X
ti2tjLi¼HI

V LO
i þ ðm� 1Þ � V LO

j ¼ m

) a ¼
P

ti2tjLi¼HI V
LO
i

m�P
ti2tjLi¼LO V LO

i � ðm� 1Þ � V LO
j

:

(26)

In order to know whether the current situation belongs to (i)
or (ii), we first solve the above equation. If the task which
exhibits the max value of V LO

i still exhibits the max value of
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V LO
i ðaÞ after applying a calculated by the above equation,

the resulting a is the final value; otherwise, we should con-
sider (ii).

For (ii), the task which exhibits the max value of V LO
i ðaÞ

after applying a new a becomes the task with the largest
V LO
i among every task ti 2 tjLi ¼ HI, yielding the following

equation (Lines 6–9).

X
ti2tjLi¼LO

V LO
i þ 1

a
�

X
ti2tjLi¼HI

V LO
i

þ 1

a
� ðm� 1Þ �maxti2tjLi¼HIV

LO
i ¼ m

) a ¼
P

ti2tjLi¼HI V
LO
i þ ðm� 1Þ �maxti2tjLi¼HIV

LO
i

m�P
ti2tjLi¼LO V LO

i

:

(27)

Using the calculated a for the three cases, Algorithm 1
finally checks the schedulability (Lines 11–14). Then, the fol-
lowing theorem presents the optimality of the virtual-dead-
line assignment for a in Algorithm 1.

Theorem 3. If Algorithm 1 returns unschedulable, there exists
no a that makes Eqs. (22) and (23) hold with ai ¼ a for every
ti 2 tjLi ¼ HI and ai ¼ 1 for every ti 2 tjLi ¼ LO.

Proof. Suppose that Algorithm 1 returns unschedulable (but
it yields a denoted by a0), but there exists a00 that makes
Eqs. (22) and (23) hold with ai ¼ a00 for every ti 2 tjLi ¼ HI
and ai ¼ 1 for every ti 2 tjLi ¼ LO. If the LHS of Eq. (22) is
exactlym, a00 should be the same as a0. If the LHS of Eq. (22)
is strictly less than m, a00 should be larger than a0. Since
V TR
i ðaÞ is a non-decreasing function of a, it is impossible to

meet Eq. (23) with a00 but not to do thatwith a0. tu
We can easily calculate the time-complexity of Algo-

rithm 1, which is OðnÞ.

4.3 Suboptimal Virtual Deadline Assignment for the
Task-Level Deadline Reduction Parameter ai

In this section, we solve a virtual deadline assignment prob-
lem for the task-level deadline reduction parameter ai. To
this end, we first discuss the valid range of ai and analyze
the effect of its change on schedulability.

While the definitional range of ai is ½0; 1� as we dis-
cussed in Section 4.1, ai should be larger than V LO

i for
schedulability. This is because, if ai � V LO

i , then
V LO
i ðaiÞ � 1, resulting in the LHS of Eq. (22) no smaller

than m only with a single task ti. Therefore, the valid
range of ai is ½V LO

i ; 1�.
Observation 3. If a single ai of ti decreases without chang-

ing aj for every tj 2 t n ftig, V TR
i ðaiÞ non-increases and

V TR
j ðajÞ for every tj 2 t n ftig non-decreases.
This is because, if ai of ti is reduced, the following

properties hold: V LO
i ðaiÞ and RLO

j ðajÞ for every

tj 2 t n ftig increase; RLO
i ðaiÞ decreases; and V LO

j ðajÞ for
every tj 2 t n ftig stays. Hence, with decrement of ai,

while V TR
i ðaiÞ non-increases, V TR

j ðajÞ for every

tj 2 t n ftig non-decreases. This implies it is not true that

the LHS of Eq. (23) is a non-decreasing function of ai for

every ti 2 tjLi ¼ HI; therefore, we cannot simply find ai

for every ti 2 tjLi ¼ HI that satisfies Eqs. (22) and (23),
without exhaustive search.

Therefore, we propose a suboptimal algorithm that finds
a proper individual ai for every ti 2 tjLi ¼ HI with a small
number of trials. The algorithm targets task sets that are
schedulable by neither NP-EDF (by Theorem 1) nor NP-
EDFVDwith the system-level deadline-reduction parameter
a (by Algorithm 1). Staring from ai ¼ 1 for every
ti 2 tjLi ¼ HI, we try to reduce each ai by � and compute
the difference between the LHS of Eq. (22) and that of
Eq. (23). If tj yields the largest decrement of the latter nor-
malized by the increment of the former, we decide to reduce
aj by �. We repeat this process until there is no task to
reduce its ai or the task set is schedulable with the current
setting of ai.

We present this suboptimal algorithm in Algorithm 2 for
a given �. We first set ai of every task ti 2 t to 1 (Lines 1–3).
Then, for every ti 2 tjLi ¼ HI and ai � � > V LO

i (i.e., every
HI-criticality task ti that can reduce its ai), we calculate the
decrement of the LHS of Eq. (23) in case that ai is reduced
by �, normalized by the increment of the LHS of Eq. (22) in
case that ai is reduced by � (denoted by ~i in Line 8); we
then select the largest ~i (Lines 9–12). If the value of ~i is
not changed for every ti 2 tjLi ¼ HI, we deem t unschedu-
lable (Lines 14–16). Otherwise, we decrease aj by �, for
tj 2 tjLj ¼ HI with the greatest value of ~i (Line 17). There-
after, we repeat to find an ai to be reduced, and we stop the
repetition if the LHS of Eq. (22) is larger than m (unschedu-
lable, Line 4) or Eqs. (22) and (23) hold (schedulable, Lines
18–20).

Algorithm 2. Virtual Deadline Assignment for the Task-
Level Parameter (�)

1: for ti 2 t do
2: ai ¼ 1;
3: end for
4: while the LHS of Eq. (22) < m do
5: index ¼ 1;
6: ~max ¼ 0;
7: for ti 2 tjLi ¼ HI and ai � � > V LO

i do

8: Compute ~i ¼ �~the LHS of Eq. (23)
~the LHS of Eq. (22)

for �.

9: if ~i > ~max then
10: index i;
11: ~max ¼ ~i

12: end if
13: end for
14: if ~max ¼ 0 then
15: return Unschedulable;
16: end if
17: aindex  aindex � �;
18: if Eqs. (22) and (23) hold then
19: return Schedulable;
20: end if
21: end while
22: return Unschedulable;

There are at most ð1=�Þ points to be checked for a single
ai, in total up to Oðn=�Þ points, and each point needs to cal-
culated Eqs. (22) and (23). Therefore, the time-complexity of
Algorithm 2 is Oðn2=�Þ.
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5 EVALUATION

In this section, we evaluate the schedulability performance
of the proposed schedulability tests for NP-EDF and NP-
EDFVD on MC multiprocessor platforms. We first illustrate
our simulation environments and then discuss various fac-
tors influencing schedulability of the proposed schedulabil-
ity tests with empirical simulation results.

5.1 Task Set Generation

For task set generation, we employ UUnifast-discard [25],
which is a popular task set generation method for multi-
processors, originated from UUnifast for uniprocessor plat-
forms [26]. Under UUnifast-discard, we have three input
parameters: (i) the number of processors m, (ii) the number
of tasks n, and (iii) task set utilization U ¼P

ti2t C
LO
i =Ti. In

addition, we have two additional input parameters for MC
scheduling [13]: (iv) the ratio between each task ti’s WCETs

for the high- and low-criticality level, i.e.,
CHI
i

CLO
i

(denoted by

CF), and (v) the probability of each task ti having Li ¼ HI
(denoted by CP). We apply a similar parameter setting to
[13], which is a multiprocessor MC scheduling study, as fol-
lows: (i) m = 2, 4, 8, (ii) n = m+1, 2m, 3m, 4m, (iii) U =
0:005m, 0:010m, 0:015m; . . . ; 1:000m, (iv) CF = 2, 3, 4, and (v)
CP = 0.1, 0.3, 0.5, 0.7, 0.9.

For a 5-tuple ðm; n; U; CF; CPÞ, each task parameter is
determined as follows. Based on a 3-tuple ðm;n; UÞ,
UUnifast-discard [25] generates every task’s utilization
(i.e., ui ¼ CLO

i =Ti). Each task’s period Ti is uniformly
selected in ½1ms; 1000ms�; CLO

i is selected based on the
chosen task utilization (i.e., CLO

i ¼ ui � Ti); and Li is
selected as HI with probability CP (and as LO with

probability ð1:0� CPÞ). If Li ¼ HI, CHI
i is set to ðCF � CLO

i Þ;2
otherwise, CHI

i is set to CLO
i .

For given a list of five parameters, we generate 1000 task
sets, yielding 1000 * 3 * 4 * 200 * 3 * 5 = 36,000,000 task sets in
total.

5.2 Evaluation Results

With the generated task sets, we compare the following
three schedulability tests:

� NP-EDF: the schedulability test in Theorem 1 for NP-
EDF;

� NP-EDFVD-S: the schedulability test in Theorem 2
for NP-EDFVD with the system-level parameter
(Algorithm 1); and

� NP-EDFVD-T: the schedulability test in Theorem 2
for NP-EDFVD with the task-level parameter (Algo-
rithm 2 with � ¼ 0:01), after applying NP-EDFVD-S.

We show results of implicit-deadline task sets (Di ¼ Ti

for every ti 2 t); the results of constrained-deadline task
sets (Di � Ti for every ti 2 t) exhibit a similar trend but
with low schedulability.

For performance metric, we use schedulable ratio defined
as the ratio of the number of tasks that are deemed schedu-
lable by each individual schedulability test, to the number
of generated task sets under the given input parameters.
For different combinations of input parameters (i.e., n, CP,
m and CF), Fig. 3 shows the schedulable ratios for the three
schedulability tests, and Fig. 4 shows the relative ratio

Fig. 3. Schedulable ratio of the three individual schedulability tests over varying n, CP,m and CF.

2. If CHI
i > Ti (meaning an infeasible task set), we discard this task

set and re-generate another task set.
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between the schedulable ratios of NP-EDFVD-S and
NP-EDF, and that between the schedulable ratios of
NP-EDFVD-T and NP-EDF, according to varying value of
U=m.3 Now we discuss how each input parameter influen-
ces the overall schedulable ratio of the three schedulability
tests (with Fig. 3) and impact of the system-level and task-
level virtual-deadline assignment schemes (with Fig. 4).

The number of tasks (in subfigures (a), (b), (c) and (d) of Figs. 3
and 4). As seen in Figs. 3a, 3b, 3c and 3d, schedulable ratios
of the three schedulability tests for a given task set utiliza-
tion (U) become improved as the number of tasks in a task
set (n) increases. This is because, a large number of tasks in
a task set for a given U reduces average utilization of each
task, which tends to yield low V LO

max and V TR
max in Eqs. (1)

and (9), respectively. Also, Figs. 4a, 4b, 4c and 4d show that
schedulability improvement achieved by NP-EDFVD-S (as
well as NP-EDFVD-T) compared to NP-EDF becomes mag-
nified as the number of tasks in a task set is increased. For
example, NP-EDFVD-T exhibits up to 700.0 percent schedul-
ability improvement over NP-EDF (with n = 4m and U=m =
0.27 in Fig. 4d). If we compare schedulability improvement
by NP-EDFVD-T, with that by NP-EDFVD-S, the former
outperforms the latter up to 150.0 percent (with the same
parameters). These observations indicate that a lower aver-
age utilization of tasks (due to a greater value of n) allows a

better chance for task sets deemed unschedulable by
NP-EDF to become schedulable by NP-EDFVD-S (or
NP-EDFVD-T); this is because, a lower average utilization
of tasks tends to yield a smaller V TR

max, which allows
unschedulable task sets by NP-EDF to be schedulable by
slightly adjusting the virtual deadline of HI-tasks.

The probability of CP (in subfigures (e), (f), (g), (h) and (b) of
Figs. 3 and 4). It is observed from Fig. 3 that a larger CP (i.e.,
a higher number of HI-tasks in a task set) degrades schedul-
ability performance of the three schedulability tests. This is
due to our proposed task set generation method, in which U
is determined by the summation of CLO

i =Ti of all tasks in a
task set. A higher value of CP increases the number of
HI-tasks in a task set for a given U , there by decreasing
schedulability. On the other hand, such an increased num-
ber of HI-tasks allows a larger room for schedulability per-
formance improvement achieved by virtual deadline
assignment as shown in Fig. 4. NP-EDFVD-T improves
schedulable ratio of NP-EDF up to 153.1 percent for CP = 0.9
(Fig. 4b for U=m = 0.19) while NP-EDFVD-T does it up to 7.1
percent for CP = 0.1 (Fig. 4e for U=m = 0.225).

The number of processors (in subfigures (b), (i) and (j) of
Figs. 3 and 4). As m increases, schedulable ratios of the three
schedulability tests decrease for a given n=m and U=m as
shown in Figs. 3b, 3i and 3j. To interpret this observation,
we divide Eq. (1) by m, thereby resulting in

V LO
sum
m þ m�1

m � V LO
max

� 1.0. While the first term tends to have a similar expected

value for a fixed value of U=m, V LO
max simply depends on the

largest V LO
i ; a larger m tends to have a larger V LO

max. In addi-
tion, m�1

m also becomes larger as m increases: 0.5, 0.75, and

Fig. 4. Relative ratio between the schedulable ratios of NP-EDFVD-S and NP-EDF (denoted by NP-EDFVD-S/NP-EDF), and that between the sched-
ulable ratios of NP-EDFVD-T and NP-EDF (denoted by NP-EDFVD-T/NP-EDF) over varying n, CP,m and CF.

3. Individual subfigures in Fig. 3 plot up to U=m = 0.3 for x-axis
since most lines converge to 0 after 0.3. When it comes to Fig. 4, each
x-axis of individual subfigures plots up to at most 0.3 (but different val-
ues) in order to avoid a small sample size where the number of task
sets deemed schedulable by NP-EDF is very small.
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0.875 for m ¼ 2, 4, and 8. On the other hand, our virtual
deadline assignment schemes significantly make up such
degradation stemming from increasing m. For example,
the schedulability improvement by NP-EDFVD-T is
153.1 percent for m ¼ 2 (in Fig. 4b), while it is increased to
230.4 percent and 333.3 percent for m ¼ 4 and 8 (in Figs. 4i
and 4j). If we focus on the gap between schedulability
improvement by NP-EDFVD-T and NP-EDFVD-S, the gap
increases as m increases. That is, the gap is 153.1- 135.4 =
17.7 percent for m ¼ 2, but it is increased to 230.4 - 191.3 =
39.1 percent, and 333.3 � 200.0 = 133.3 percent for m ¼ 4
and 8, respectively. This indicates that the task-level virtual
deadline assignment scheme (rather than the system-level
one) has higher opportunities to improve performance of
NP-EDF by adjusting individual task’s virtual deadline.

The ratio of CF (in subfigures (b), (k) and (l) of Figs. 3 and 4).
We observe that overall schedulability performance of the
three schedulability tests degrades as CF increases (as
shown in Figs. 3b, 3k and 3l); the reason is the same as
that for CP. Note that schedulability improvement by
NP-EDFVD-T and NP-EDFVD-S does not increase as CF

increases (as shown in Figs. 4b, 4k and 4l). This is because,
the room for improvement is limited with a large value of
CHI

i where it is difficult for unschedulable task sets to
become schedulable with any virtual deadline assignment.

6 RELATED WORK

Since Vestal’s seminal work [1], there have been a body of
research on MC scheduling for a uniprocessor platform.
Baruah et al. proposed RTA schedulability tests for static
and adaptive mixed-criticality priority assignment schemes,
and demonstrated a dominance relationship between the
two [2], [3]. Also, they proposed a new scheduling algo-
rithm referred to as preemptive EDFVD (Earliest Deadline
First with Virtual Deadlines) [4], [5]. In preemptive EDFVD,
smaller (virtual) relative deadlines are assigned in LO-mode
for HI-criticality tasks by using a single system-level scaling
factor so as to guarantee schedulability across mode
changes. Ekberg and Yi [27] improved upon preemptive
EDFVD by enabling task-level deadline scaling factors. Li
et al. introduced an OCBP (Own Criticality Based Priority)
scheduling algorithm and its schedulability analysis for
general task sets [6], [7]. Based on OCBP scheduling, Guan
et al. proposed a more efficient algorithm called PLRS [8].
As to new models, Su et al. proposed an E-MC (Elastic
Mixed-Criticality) model [9]. Also, Baruah introduced a
general model of mixed-criticality recurrent real-time tasks
considering different estimates on WCET, relative deadline,
and period depending on criticality levels [10].

The first work discussing MC multiprocessor scheduling
was by Anderson et al. [11] and extended in 2010 [12]. They
considered five levels of criticality and suggested an imple-
mentation scheme called MC2, employing different sched-
uling algorithms according to criticality level. Pathan
proposed a response time analysis (RTA) for global preemp-
tive FP (Fixed-Priority) scheduling, which is applicable to
Ausley’s optimal priority assignment [13]. Li et al. extended
preemptive EDFVD to multiprocessors with respect to both
global and partitioning scheduling for MC systems, and
compared their effectiveness [14], [15]. Su et al. studied the

E-MC model in multicore systems considering the systems
with or without task migrations [16]. Lee et al. incorporated
the concept of a fluid scheduling model into the MC domain
and introduced a new scheduling algorithm, called MC-
Fluid, which executes each task according to its criticality-
dependent execution rate [17].

While a lot of studies on preemptive scheduling for MC
systems have been made, research on non-preemptive
scheuduling have not matured, and have been limited to
uniprocessor systems and distributed systems. Baruah’s
RTA approach for adaptive mixed-criticality priority assign-
ment scheme was extended by Zhao et al. to incorporate
preemption thresholds into the model [19], [20]. Burns and
Davis considered deferred preemption that exploits the
notion of final non-preemptive region (FNPR) [22]. Baruah
and Guo studied non-preemptive scheduling on unreliable
processors and proved that the polynomial-time optimal
scheduling strategies cannot exist for non-preemptive MC
scheduling [21]. Hanz�alek et al. addressed the non-preemp-
tive mixed-criticality match-up scheduling problem arising
from the areas of the communication protocols, and they
also proved the NP-hardness of the problem [23]. As far as
we know, there has been no work considering non-preemp-
tive scheduling for MC multiprocessor systems, and this
paper is the first work to develop schedulability tests for
NP-EDF as well as NP-EDFVD.

7 CONCLUSION

In this paper, we developed schedulability tests of NP-EDF
and NP-EDFVD for MC multiprocessor systems, which is
the first attempt for non-preemptive scheduling onMCmulti-
processor systems. To this end, we first investigated the
schedulability analysis techniques of an existing NP-EDF
schedulability test for SC multiprocessor systems, and gener-
alized the techniques to address the system transition. We
then extended the proposed NP-EDF schedulability test to
NP-EDFVD. After posing the virtual deadline assignment
problem for NP-EDFVD, we developed an optimal assign-
ment policy for the system-level deadline-reduction parame-
ter and a suboptimal policy for the task-level parameter. Our
simulation results demonstrated that theNP-EDFVDschedul-
ability analysis with the proposed assignment polices exhibits
up to 134.3 percent schedulability improvement, compared to
the NP-EDF schedulability test. In future, we plan to target
other existing schedulability tests of non-preemptive schedul-
ing for SCmultiprocessor systems, and develop tighter sched-
ulability tests forMCmultiprocessor systems.
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